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Abstract

A significant challenge in machine learning problems is learning meaningful representations that encode all the information that is relevant to a given task. Neural networks focus on learning parameters based on the ability to successfully represent individual samples of a dataset. Our goal is to learn representations that combine a sample’s individual characteristics and its relationships with other samples by utilizing the concept of the graph convolution. We employ methods and tools from the emerging field of deep learning on graphs to achieve that. Our models implement approximations to the graph spectral definition of the graph convolution, on graphs defined over batches of the dataset. We report better performance than regular convolutional networks on image classification tasks.
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Chapter 1

Introduction

The efficient representation of data has been one of the main objectives of machine learning algorithms throughout the years. For that reason, much of the effort in deploying machine learning algorithms goes into the design of feature extraction, preprocessing and data transformations. Feature engineering is important but can be expensive both in terms of time and effort. In many areas of artificial intelligence, information retrieval and data mining, one is often confronted with intrinsically low dimensional data lying in a very high dimensional space. Ideally, one would like to create models that can get a low dimensional representation without the need for manual investigation and time consuming trial and error. In recent years, the explosive growth of deep learning has provided many alternatives for this task of obtaining efficient representations. Deep learning architectures have made machine learning algorithms less dependent on handcrafted features, as the models are capable of learning themselves how to represent the data. The models now incorporate a lot of our prior knowledge and assumptions in their architecture and parameters. Fully automating the process of learning is the ultimate goal in the quest of creating AI that can autonomously model and understand sensory input. Consequently, scientists favor models that reduce the amount of human intervention in the process as much as possible.

Deep Learning

Deep learning algorithms are special cases of representation learning with the property that they learn multiple levels of representation. Deep learning algorithms often employ shallow (single-layer) representation learning algorithms as subroutines. The central concept behind all deep learning methodology is the automated discovery of abstraction, with the belief that more abstract representations of data such as images, video and audio signals tend to be more useful: they represent the semantic content of the data, divorced from the low-level features of the input. Deep architectures lead to abstract representations because more abstract concepts can often
be constructed in terms of less abstract ones [5].

The notion of spectrum

In Latin, the word spectrum means “image” or “apparition”. It was first introduced by Isaac Newton, referring to the visible spectrum of light. The notion of spectrum is ubiquitous in the fields of physical science and engineering. The electromagnetic spectrum and in particular the visible spectrum, i.e the range of frequencies of electromagnetic radiation that we as humans can perceive, is the occurrence of this concept that is probably closest to our everyday experience. On the other hand in a context far removed from traditional human intuition, the spectrum (eigenvalues) of a Hermitian operator associated with an observable is the set of possible outcomes of a quantum measurement. It is clear that the spectrum is a notion deeply woven into different levels of reality. The ability to operate on spectral representations of entities is conceptually appealing with deep mathematical implications that is constantly utilized by scientists. It can often provide insight into problems where the original setup is not easy to understand or interpret. For many years now, popular approaches to common tasks like audio/image compression and filtering have utilized the tools of Fourier analysis to obtain spectral representations of the data. These representations allowed one to effectively manipulate the contents of these signals by working with the intuitive concept of frequencies. Likewise, in this work the concept of spectrum will provide us with the platform to discuss many of the approaches to solving problems in machine learning.

Data on graphs

Graph-structured data have become ever more prevalent. Some examples are social networks, protein or gene regulation networks, chemical pathways and protein structures, or the growing body of research in program flow analysis. To analyze and understand this data, one needs data analysis and machine learning methods that can handle large-scale graph data sets. Graphs provide a concise way of modeling relationships between objects. In fact, in many applications knowing only the relationships between the entities on a given problem can be more informative about the structure of the data and lead to better solutions than just being aware of the entities themselves. This is one of the main motivations in the learning model we present in this work. Certain types of data, for example images, reside on graphs with highly regular structure such as grids. This allows one to treat the graph as a euclidean domain and use well defined operations. For general graphs that can have arbitrary structure, this is not the case. This means that fundamental operations such as the convolution are not well defined on general graphs. That constitutes an important obstacle in the effort to create a generalized framework, capable of processing arbitrarily structured data. Challenges like this one have motivated re-
searchers from various fields of computer science to formulate graph generalizations of standard operations in an attempt to tackle an ever increasing amount of graph-based problems. Here, once again the notion of spectrum will come into play. Graphs themselves have spectral representations, in terms of the matrices that they are associated with, which can be used to shed more light on the structure of a graph and also lay the foundation for definitions of operations that are hard to establish in the nodal domain.

We will be discussing these ideas in detail and utilizing them in our own methods and experiments. In this work we are going to assume familiarity with some basic knowledge of linear algebra, graph theory and Fourier analysis. We will be providing the relevant context and definitions whenever that is possible and as long as it does not detract from the main points that we are seeking to establish. This work is structured as follows. In the second chapter, we introduce some of the main ideas and applications of spectral graph theory in order to gain an understanding of the interplay between graphs and their spectra. Then, in chapter three we focus on deep learning with an emphasis on graph neural networks. There, the ideas of spectral graph theory appear again as the spectral formulation of graph neural networks was at the core of its rise into popularity within the field.
Chapter 2
Spectral Graph Theory

2.1 Introduction

Spectral graph theory is the field concerned with the study of the eigenvectors and eigenvalues of the matrices that are naturally associated with graphs. One of the goals is to determine important properties of the graph from its graph spectrum. A lot of invariant properties of the graph that are fundamental in understanding it are closely associated with its spectrum. As we will later explore in more detail, spectral graph theory has interesting links to mathematical areas such as differential geometry and spectral Riemannian geometry.

Apart from theoretical interest it also has a wide range of applications. Some of the earliest applications of spectral graph theory have been in chemistry. Since then, it has been successfully applied to a plethora of problems in biology, communication networks and more recently image processing, computer graphics, and data science. Graph spectra also naturally arise in various problems of theoretical physics and quantum mechanics, such as energy minimization in Hamiltonian systems. We will mostly focus on the data science and signal processing applications and the relevant theory behind them since they are directly linked to the central topic of this work.

The spectrum of a graph $G$ refers to the set of its eigenvalues. The definitions of the graph spectrum are not entirely consistent in the literature as different authors prefer to focus on the eigenvalues of different matrices of the graph. In [15] the spectrum of a graph $G$ is defined as the set of the eigenvalues of its Laplacian matrix, while in [51] and [36] the eigenvalues of the adjacency matrix are used instead. Additionally, many of the methods for clustering and graph drawing that will be discussed later on in this chapter are referred to as spectral and they all rely on the eigenvalues and eigenvectors of different matrices.

Finally, it should be noted that most of the material presented in this chapter is going to address undirected graphs. Undirected graphs are easier to study as they are generally associated with symmetric operators, which in turn are known from
the spectral theorem to have real eigenvalues and a set of eigenvectors that form an orthonormal basis. In contrast, the matrices for directed graphs may not necessarily even be diagonalizable. Thus, the theory for the spectra of directed graphs is still being developed while in the undirected case there is already a large body of work that has been completed.

2.2 Notation

Scalars $x, y$ are written in lower case font while vectors $x, y$ in bold lower case font. Matrices are written as bold uppercase letters $X, Y$. The $i$-th element of a vector $x$ is denoted $x_i$. The element $(i, j)$ of a matrix $A$ is written as $A(i, j) = a_{i,j}$. For a generic matrix the eigenvalues will be $\lambda$ and the eigenvectors $v$. For specific matrices the notation is clarified throughout the chapter. Functions are usually named $f, g$. For graph vertices, we often use the vertex index $i$ in the place of $v_i$ for simplicity.

This work covers many subjects in mathematics, from graph theory and discrete quantities to continuous quantities and manifold operators. Thus, the notation can become cumbersome when discussing certain ideas from different angles. Therefore, we did our best to clearly specify all the symbols throughout the work whenever they appear.

2.3 Core concepts and properties

2.3.1 Matrices of a graph and definitions

An undirected graph $G$ is represented by a pair $(V, E)$ where $V$ is the set of vertices $v_1, v_2, \ldots, v_n$ and $E$ the set of edges of the graph. A pair $\{i, j\} \in E$ if vertices $v_i$ and $v_j$ are adjacent. We denote the edge connecting $v_i$ and $v_j$ by $e_{i,j}$. A weighted undirected graph is represented by $(V, E, w)$ where $w: V \times V \to \mathbb{R}$ and satisfies

\begin{equation}
    w_{i,j} = w_{j,i} \tag{2.1}
\end{equation}

\begin{equation}
    w_{i,j} \geq 0. \tag{2.2}
\end{equation}

There are various operators that can be associated with a graph. The most commonly known operator of a graph $G$ is the adjacency matrix. It is a symmetric matrix defined by

\begin{equation}
    A(i, j) = \begin{cases} 
        1 & \text{if } (i, j) \in E \\
        0 & \text{otherwise.}
    \end{cases} \tag{2.3}
\end{equation}
For a weighted graph \((V, E, w)\) the definition is similar, the **weighted adjacency matrix** of the graph

\[
W(i, j) = \begin{cases} 
  w_{i,j} & \text{if } (i, j) \in E \\
  0 & \text{otherwise.}
\end{cases} 
\]  

(2.4)

\(W\) reduces to \(A\) in the case where we restrict the weights to be \(\{0, 1\}\), so from now on we will be defining the rest of the important matrices in the more general weighted terms. The **weighted degree** of a vertex is the total weight of the edges it participates in. The **degree matrix** of a graph is defined as

\[
D(i, j) = \begin{cases} 
  d_i & \text{if } i = j \\
  0 & \text{otherwise.}
\end{cases} 
\]  

(2.5)

Thus, the degree matrix is a diagonal matrix with entries the weighted degree \(d_i\) of the vertex \(i\) defined as

\[
d_i = \sum_{j: (i,j) \in E} w_{i,j} \tag{2.6}
\]

The **combinatorial degree** counts the number of edges that the vertex participates in. Our definitions moving on will involve the weighted degree unless specified otherwise. An operator derived from the adjacency matrix that encodes the dynamics of a random walk is called the **walk matrix**. It is defined

\[
W_{rw}(i, j) = \begin{cases} 
  \frac{w_{i,j}}{d_i} & \text{if } (i, j) \in E \\
  0 & \text{otherwise.}
\end{cases} 
\]  

(2.7)

With these terms defined, we are ready to provide the definition of the **Laplacian** operator of a graph \(G\) and its different versions,

\[
L(i, j) = \begin{cases} 
  d_i - w_{i,i} & \text{if } i = j \\
  -w_{i,j} & \text{if } (i, j) \in E \\
  0 & \text{otherwise.}
\end{cases} 
\]  

(2.8)

The Laplacian in its normalized form is also one of the key operators that we are going to need. It is defined by

\[
L_{sym}(i, j) = \begin{cases} 
  1 - \frac{w_{i,i}}{d_i} & \text{if } i = j \\
  -\frac{w_{i,j}}{\sqrt{d_i d_j}} & \text{if } (i, j) \in E, \\
  0 & \text{otherwise.}
\end{cases} 
\]  

(2.9)

This normalized version of the Laplacian has been studied extensively and is the preferred version in the standard spectral graph theory textbook by Chung as it is claimed that its eigenvalues relate well to graph invariants and are consistent with
eigenvalues in spectral geometry and stochastic processes. Finally, we have the random walk Laplacian

\[ L_{rw}(i, j) = \begin{cases} 
1 - \frac{w_{i,i}}{d_i} & \text{if } i = j \text{ and } d_i \neq 0 \\
-\frac{w_{i,j}}{d_i} & \text{if } (i, j) \in E \\
0 & \text{otherwise.}
\] (2.10)

These definitions can be expressed in a more compact way using matrix notation. Specifically, we have

- \( W_{rw} = D^{-1}W \) for the walk matrix.
- \( L = D - W \), for the Laplacian.
- \( L_{sym} = D^{-1/2}LD^{-1/2} \) for the symmetric normalized Laplacian.
- \( L_{rw} = D^{-1}L \) for the random walk Laplacian.

The random walk Laplacian derives its name from the walk matrix as it can be written

\[ L_{rw} = D^{-1}L - D^{-1}(D - W) = I - D^{-1}W. \] (2.11)

Similarly, the same type of relationship holds for the normalized Laplacian

\[ L_{sym} = D^{-1/2}LD^{-1/2} = D^{-1/2}(D - W)D^{-1/2} = I - D^{-1/2}WD^{-1/2} \] (2.12)

Finally, we mention a version of the Laplacian that has not been utilized as much in applications and that is the signless Laplacian

\[ |L|(i, j) = \begin{cases} 
d_i + w_{i,i} & \text{if } i = j \\
w(i, j) & \text{if } (i, j) \in E \\
0 & \text{otherwise.}
\] (2.13)

which can be more compactly written as

\[ |L| = D + W. \] (2.14)

The spectral properties of this matrix have been explored by Cvetkovic et al. [20], however we are not going to focus on the signless Laplacian in this chapter. Before moving forward, it has to be clarified that the results that are going to be presented apply to both the simple and the weighted versions of the matrices. A final matrix that needs to be mentioned is the incidence matrix \( B \) of a graph. It is an \( |V| \times |E| \) matrix

\[ B(v, e_{i,j}) = \begin{cases} 
\sqrt{w_{i,j}} & \text{if } v = i \\
-\sqrt{w_{i,j}} & \text{if } v = j \\
0 & \text{otherwise.}
\] (2.15)
Given this definition, the Laplacian matrix $L$ can also be derived from the incidence matrix as

$$L = BB^T.$$  \hspace{1cm} (2.16)

What is important to note in this definition is that the order of the vertices in $e_{i,j}$ is not important as long as one of the vertices participating on the edge is positive and the other negative [15].

Finally, we define some quantities that are commonly used in the literature. The first is the **volume** of a graph $G$, defined by

$$vol(G) = \sum_i d_i \hspace{1cm} (2.17)$$

The **distance** $d_G(i, j)$ between $i, j$ in a graph, counts the number of edges that participate in the shortest path that connects $i$ and $j$. The **diameter** $D$ of a graph is the maximum distance between any two vertices in $G$.

### 2.3.2 Operators on vertices

We provide some motivation behind the need to study graph eigenvalues and eigenvectors. If $A$ is a square matrix, and $v_1, v_2, \ldots, v_n$ its set of eigenvectors that form a basis, we know that

$$Av_i = \lambda v_i. \hspace{1cm} (2.18)$$

Multiplication of a vector $x$ with the matrix $A$ can be viewed through the lens of the eigenvectors. The vector $x$ can be written as

$$x = \sum_i c_i v_i, \hspace{1cm} (2.19)$$

and therefore the multiplication with $A$ is

$$A^k x = \sum_i c_i A^k v_i = \sum_i c_i \lambda_i^k v_i. \hspace{1cm} (2.20)$$

This is important because the operators often associated with undirected graphs are symmetric. Symmetric operators admit an eigenvalue decomposition into a set of orthogonal eigenvectors that form a basis. This is known as the **spectral theorem**. Therefore, matrix multiplications with powers of these operators are easier to study through their spectrum (eigenvalues), since any vector can be expressed in the eigenbasis of the operator.
The vertices of a graph $G$ can be mapped to a vector $\mathbf{x} \in \mathbb{R}^{|V|}$. The vector $\mathbf{x}$ can be viewed as a function $x : V \rightarrow R$. In fact, that is exactly the approach in [15], [109]. However we are going to use vector notation to keep it more in line with the rest of the material in this work. That vector can be used to represent entities that reside on the graph’s vertices. An intuitive example could be a graph whose vertices contain the pixel intensities of a digital image. The matrix operator associated with the graph $G$ then usually represents some action on the values of the vertices, in this case the pixel intensities. The action of the adjacency matrix on a vertex $v_i$, described by the matrix-vector multiplication $\mathbf{W}\mathbf{x}$, is a sum of the vertex values in the neighborhood of $v_i$. In weighted graphs, each neighboring vertex contribution in the sum is weighted by its corresponding edge weight. That is, if $x_i$ is the real value assigned to the $i$-th vertex of the graph, then the effect of $\mathbf{W}\mathbf{x}$ on that value is

$$x_i = \sum_{j \in N(i)} w_{ij}x_j$$

(2.21)

where $N(i)$ denotes the neighborhood of the vertex $i$, i.e the set of vertices connected to $i$. For the walk matrix, the value at $x_i$ is

$$x_i = \sum_{j \in N(i)} \frac{x_j w_{ij}}{d_j}$$

(2.22)

Recall that a random walk is a process that begins at some vertex, then moves to a random neighbor of that vertex, and then a random neighbor of that vertex, and so on. Random walks arise in many models in mathematics and physics. The theory of random walks is very closely related to a number of other branches of graph theory. Basic properties of a random walk are determined by the spectrum of the graph, and also by electric resistance of the electric networks naturally associated with graphs. There are other processes that can be defined on a graph, usually describing some process of diffusion such as chip-firing, load-balancing in distributed networks etc. whose basic parameters are closely related with random walks [78].

The walk matrix is used to study the evolution of the probability distribution of a random walk. If $\mathbf{x} \in \mathbb{R}^n$ is a probability distribution on the vertices, then $\mathbf{W}_{rw}^T\mathbf{x}$ is the probability distribution obtained by selecting a vertex according to $\mathbf{x}$, and then selecting a random neighbor of that vertex. As the eigenvalues and eigenvectors of $\mathbf{W}_{rw}$ provide information about the behavior of a random walk on $G$, they also provide information about the graph [109]. Notice that in terms of matrix operations, we described the action as the matrix-vector multiplication with the tranpose of $\mathbf{W}_{rw}$ in order to remain consistent with the literature.

For the Laplacian operator, the product $\mathbf{L}\mathbf{x}$ acts on the value at vertex $i$ as
follows

\[ x_i = \sum_{j \in N(i)} x_j l_{i,j} \]
\[ = \sum_{j \in N(i)} x_j (d_j - w_{i,j}) \]
\[ = (d_i - w_{i,i})x_i - \sum_{j \in N(i)} x_j w_{i,j} \]
\[ = \sum_{j \in N(i)} w_{i,j}x_i - w_{i,i}x_i - \sum_{j \in N(i)} x_j w_{i,j} \]
\[ = \sum_{j \in N(i)} x_i w_{i,j} - \sum_{j \in N(i)} x_j w_{i,j} \]

Thus, the action is described as

\[ x_i = \sum_{j \in N(i)} w_{i,j}(x_i - x_j) \quad (2.23) \]

which matches that of the discrete Laplace operator.

Finally for the incidence matrix the action is \( y = B^T x \); it maps the values from \( \mathbb{R}^V \) to \( \mathbb{R}^E \). That is why it is also called the coboundary operator. So for the \( y_{i,j} \) that corresponds to edge \( e_{i,j} \) we have

\[ y_{ij} = \sqrt{(w_{i,j})(x_i - x_j)}. \quad (2.24) \]

### 2.3.3 Spectrum of a graph and its properties

Having established the basic definitions we can now move on to defining the spectrum of a graph. To avoid confusion between different terminologies, we are going to follow the same convention as [10] and refer to the eigenvalues of the adjacency matrix and the Laplacian matrix as the adjacency spectrum and the Laplacian spectrum respectively. Before we move on, a few clarifications need to be made regarding the
notation that we will be following. For the eigenvalues of the adjacency matrix we have
\[ a_1 \geq a_2 \geq \cdots \geq a_n \] (2.25)
and the corresponding eigenvectors
\[ V = [v_1, v_2, \ldots, v_n] \]
while for the eigenvalues of the Laplacian
\[ 0 = \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_n. \] (2.26)
and their eigenvectors
\[ \Phi = [\phi_1, \phi_2, \ldots, \phi_n] \]
For the normalized symmetric Laplacian we have the eigenvalues
\[ 0 = \nu_1 \leq \nu_2 \leq \cdots \leq \nu_n \leq 2 \] (2.27)
and their eigenvectors
\[ \Psi = [\psi_1, \psi_2, \ldots, \psi_n]. \]
For the signless Laplacian $|L|$ the eigenvalues are
\[ q_1 \leq q_2 \cdots \leq q_n. \] (2.28)

To avoid more cumbersome notation for the rest of the matrices we will be using $\lambda$ for the eigenvalues and $v$ for the eigenvectors in the general case of any other matrix. These symbols coincide with the eigenvalues of the Laplacian and eigenvectors of the adjacency matrix but it will be explicitly specified and made clear by the context whenever that is the case.

The definitions of the symmetric normalized Laplacian and the random walk Laplacian hint at relationships between their spectrum and the spectrum of $W_{rw}$ and $D^{-1/2}WD^{-1/2}$ respectively. Recall that
\[ L_{rw} = D^{-1}L = I - D^{-1}W. \]
It is straightforward to demonstrate that $L_{rw}$ and $W_{rw}$ share the same eigenvectors, but with eigenvalues $1 - \lambda$.

\[ L_{rw}v = \lambda v \]
\[ D^{-1}Lv = \lambda v \]
\[ D^{-1}(D - W)v = \lambda v \]
\[ Iv - D^{-1}Wv = \lambda v \]
\[ Iv - \lambda v = D^{-1}Wv \]
\[ (1 - \lambda)v = D^{-1}Wv \]
The same holds for how $L_{\text{sym}}$ eigenvalues and eigenvectors relate to the eigenvalues and eigenvectors of $D^{-1/2}WD^{-1/2}$. In a similar way it can also be shown that the adjacency eigenvectors are the same as the Laplacian eigenvectors when a graph is regular. A regular graph is a graph where all the vertices have the same degree. There, the Laplacian can be expressed as $L = kI - W$, where $k$ is the degree of every vertex so it should be clear how the same type of proof will work.

We will now present a few basic facts regarding the spectrum of a graph and how it relates to its structure. The eigenvectors of the Laplacian matrix are also called its harmonic eigenfunctions as they can be viewed as maps from the vertices to the eigenvector components. That is because as we will see soon the eigenvectors have a natural interpretation as the fundamental oscillation modes of a graph. Let us take a look at a simple example.

![Figure 2.1: The $P_8$ path graph.](image)

We compute the Laplacian eigenvectors of the graph and plot their values. It is clearly noticeable on the plots that the eigenvectors corresponding to larger eigenvalues represent higher frequency oscillations. The number of zero-crossings increases by one from one eigenvector to the next, starting of course from the all ones vector which is a known eigenvector for every Laplacian matrix and corresponds to the eigenvalue zero. It is easy to prove that $1$ is an eigenvector of the Laplacian by observing that the rows of the matrix always sum to zero.
Similar patterns on the eigenvectors can be observed for the other matrices as well. It should be pointed out that for the adjacency matrix, since the order of the eigenvalues is reversed, the eigenvectors corresponding to the high frequency oscillations occur first. This intuitive interpretation in terms of oscillations is straightforward in simple structures like path graphs, however this may not be exactly the case
for every eigenvector in more complicated graphs. This property of the graph eigenvectors has led many to consider these eigenfunctions as analogues of the Fourier basis for signals defined on graphs. We will present more on that subject later on in the chapter. Also more intuition will be provided into why eigenvectors have this structure, once some important concepts have been introduced. At this point we also have to mention another significant detail. The values of the adjacency and Laplacian matrices depend on the ordering of the vertices. Laplacians with reordered vertices are permutationally similar.

That is, let \( L_p \) be a Laplacian matrix of a graph \( G \) whose vertices have been permuted. It can be expressed in terms of the standard Laplacian as follows

\[
L_p = P^T L P
\]

(2.29)

where \( P \) is a permutation matrix. Similar matrices have the same eigenvalues and therefore a graph with its vertices permuted will have the same adjacency and Laplacian spectrum as before.
This is the first time we encounter the notion of invariance in a more concrete sense. A different way to phrase the similarity of graph permutations is to say that the graph’s spectrum is invariant to permutations.

Consider the first 4 eigenvectors of the permuted Laplacian of a path graph. Unlike the previous case, we notice in the plots for the permuted eigenvectors that they do not resemble oscillatory modes any more. For an eigenvector of $L_p$, we know that

$$L_p \phi = \lambda \phi$$

but $L_p$ can be expressed in terms of $L$. We can write the equation above as

$$P^TLP \phi = \lambda \phi. \quad \text{(2.30)}$$

A permutation matrix $P$ is orthogonal, that is

$$P^TP = I. \quad \text{(2.30)}$$

Thus we get

$$L(P\phi) = \lambda(P\phi) \quad \text{(2.31)}$$

This means that an eigenvector of the Laplacian $L$ is a row-permuted eigenvector of the permuted Laplacian $L_p$ with the same eigenvalue. For example switching the vertices $i,j$ of a graph implies switching the $i,j$ rows and columns of the Laplacian matrix and switching the $i,j$ rows of its corresponding eigenvectors. A graph that is a vertex-permuted version of $G$ is said to be isomorphic to $G$.

Next, we list a few more basic facts and definitions about graphs and their spectra [51]. These will not be explored in detail but serve to highlight the relationship between a graph and the spectrum of its associated matrices.

- Two graphs are called cospectral if they have the same spectrum. The definition of cospectral usually involves the adjacency spectrum in the literature [36]. Here, we will be explicitly specifying with regard to which spectrum the graphs are cospectral. An example can be seen in Figure 2.8.
• Let \(d_{\text{min}}\) and \(d_{\text{max}}\) denote the minimum and maximum degrees of a weighted graph \(G\) without isolated vertices, respectively. The following holds

\[
\frac{1}{d_{\text{max}}} \lambda_i \leq \nu_i \leq \frac{1}{d_{\text{min}}} \lambda_i \tag{2.32}
\]

\[
\frac{1}{d_{\text{max}}} q_{n-i} \leq 2 - \nu_i \leq \frac{1}{d_{\text{min}}} q_{n-i} \tag{2.33}
\]

\[
2d_{\text{min}} \leq \lambda_i + q_{n-i} \leq 2d_{\text{max}} \tag{2.34}
\]

• The multiplicity of \(\lambda_1\) counts the number of connected components in a graph.

• A graph \(G\) is connected if and only if \(\nu_2 > 0\).

• The multiplicity of 2 for the normalized Laplacian eigenvalues counts the number of bipartite connected components that have at least two vertices.

• A weighted graph is bipartite with no isolated vertices if and only if the spectrum of the normalized Laplacian is symmetric around 1.

• For a simple complete graph without isolated vertices, that contains \(n \geq 2\) vertices we have

\[
\nu_2 = \frac{n}{n-1} \tag{2.35}
\]

If the graph is not complete then \(\nu_2 \leq 1\).

• If \(G\) is a simple graph on \(n\) vertices, without isolated vertices, then we have

\[
\nu_n \geq \frac{n}{n-1} \tag{2.36}
\]

• For a connected weighted graph \(G\) on \(n\) vertices the following holds

\[
\nu_n - \nu_2 \geq \frac{2}{n-1} \sqrt{(n-1)1^T D^{-1} WD^{-1} 1 - n} \tag{2.37}
\]

\[
\sqrt{\frac{\nu_n}{\nu_2}} + \sqrt{\frac{\nu_2}{\nu_n}} \geq 2 \sqrt{(1 - \frac{1}{n}) (1 - \frac{1}{n} 1^T D^{-1} WD^{-1} 1)} \tag{2.38}
\]

• If \(D\) is the diameter of a graph \(G\) then

\[
\nu_2 \geq \frac{1}{D\text{vol}(G)}. \tag{2.39}
\]

• The \(1\) vector is an eigenvector of the adjacency matrix of a graph \(G\) if and only if the graph is \(a_1\)-regular.
As it can be seen above, several results have been proven that relate the eigenvalues and eigenvectors of a graph to other quantities that provide information about its structure, such as the volume, the diameter and the vertex degrees of the graph.

The notion of cospectral graphs also implies that not all graphs can be uniquely determined by their spectrum. The question of which graphs can be identified by their spectrum remains still an open problem, even though it was posed more than 50 years ago in [56]. In general, a more modest approach is to focus on which properties of certain families of graphs can be determined by their spectra. Van Dam et al. [117] provide a more detailed review of the problem and its intricacies. Table 1 contains some of the properties of a graph that can be discerned by looking at the spectrum of the different matrices. A ‘No’ answer indicates the existence of two non-isomorphic graphs which have the same spectrum but differ in the indicated structure.

<table>
<thead>
<tr>
<th>Matrix</th>
<th>bipartite</th>
<th>#components</th>
<th>#bipartite components</th>
<th>#edges</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adjacency</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Laplacian</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Signless Laplacian</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Normalized Laplacian</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 2.1: Table with properties that can be determined from each of the matrices, adapted from [51]

Figure 2.8: Two graphs that are cospectral with respect to the adjacency matrix. The isolated vertex belongs to the graph in the left.
2.3.4 Quadratic forms

Let \( x \in \mathbb{R}^n \) and \( A \) a symmetric \( n \times n \) matrix. The \textbf{quadratic form} is

\[
x^T A x.
\]

(2.40)

Quadratic forms arise constantly in the study of graph spectra and are also part of many important applications and heuristics. Furthermore, the \textbf{Rayleigh quotient} of \( A \) is known to be

\[
\frac{x^T A x}{x^T x}.
\]

(2.41)

The \textbf{Courant-Fischer theorem} asserts that if \( \lambda_1 \geq \lambda_2 \cdots \geq \lambda_n \) are \( A \)'s eigenvalues, and then

\[
\lambda_k = \max_{S \subseteq \mathbb{R}^n, \dim(S) = k} \min_{x \in S \setminus \{0\}} \frac{x^T A x}{x^T x} \quad (2.42)
\]

and also

\[
\lambda_k = \min_{T \subseteq \mathbb{R}^n, \dim(T) = n-k+1} \max_{x \in T \setminus \{0\}} \frac{x^T A x}{x^T x} \quad (2.43)
\]

That is, the Rayleigh quotient is minimized by the set eigenvalues of \( A \), with the \( k \)-th eigenvalue obtaining the maximum value of the quotient over all subspaces of dimension \( k \). In the second expression for subspaces of dimension \( n-k+1 \) the \( k \)-th eigenvalue obtains the minimum value among those maximizing the quotient. From this theorem we can deduce that

\[
\lambda_1 = \max_{x \in \mathbb{R}^n} \frac{x^T A x}{x^T x} \quad (2.44)
\]

and

\[
\lambda_n = \min_{x \in \mathbb{R}^n \setminus \{0\}} \frac{x^T A x}{x^T x} \quad (2.45)
\]

This is called the \textbf{variational characterization} of the eigenvalues of matrix \( A \). Given these facts, it is also straightforward to deduce that for the values \( \lambda \) that optimize the quotient, \( x \) is the corresponding eigenvector.

For the Laplacian matrix \( L \) the quadratic form is expressed as

\[
x^T L x = \sum_{(i,j) \in E} w_{i,j} (x_i - x_j)^2.
\]

(2.46)

This quadratic form describes the variation of the values on the graph. Its values will be small whenever the values of \( x \) do not vary too much along the edges. An \( n \times n \) matrix is positive semidefinite if its quadratic form is nonnegative for all
vectors $\mathbf{x} \in \mathbb{R}^n$. An equivalent definition is that all its eigenvalues are nonnegative. For the Laplacian this is already established and therefore we can also say that

$$\mathbf{x}^T \mathbf{L} \mathbf{x} \geq 0. \quad (2.47)$$

The variational characterization of eigenvalues can help provide additional insight in the case of the Laplacian matrix. Recall how the eigenvectors corresponding to larger eigenvalues had incrementally more zero crossings and matched higher frequency oscillations. It is easily shown that the eigenvector corresponding to the smallest eigenvalue minimizes the Laplacian quadratic form since $\lambda_1 = 0$ for all Laplacians. That is

$$\phi_1^T \mathbf{L} \phi_1 = \phi_1^T \lambda_1 \phi_1 = 0. \quad (2.48)$$

The all ones eigenvector $\phi_1$ has indeed the maximum 'smoothness' as its values do not vary. This is also reflected in the next eigenvectors which have values that change faster. Remember that $\phi_8$ of the path graph was the highest frequency eigenvector; it maximizes the Laplacian quadratic form for the path graph.

The quadratic forms for the Laplacian and normalized Laplacian are central in understanding the applications of spectral graph theory in problems like graph partitioning, dimensionality reduction and clustering as the eigenvectors and eigenvalues arise naturally as solutions to optimization problems that use these quadratic forms as objectives.

### 2.3.5 Relationships with Manifold Operators

First we establish the relevant definitions relevant to the discussion, as they are presented in [9]. A d-dimensional manifold $\chi$ is a topological space where each point $x$ has a neighborhood that is topologically equivalent to a d-dimensional Euclidean space, called the tangent space and denoted by $T_x \chi$. The collection of tangent spaces at all points is referred to as the tangent bundle and denoted by $T \chi$. On each tangent space an inner product is defined $\langle \cdot, \cdot \rangle_{T_x \chi} : T_x \chi \times T_x \chi \to \mathbb{R}$ which is assumed to depend smoothly on the position of $x$. This inner product is called a Riemannian metric in differential geometry. A manifold equipped with a metric is called a Riemannian manifold. A Riemannian manifold can be embedded on a Euclidean space by using the structure of the Euclidean space to induce a Riemannian metric. Embeddings are not necessarily unique, two different realizations of a Riemannian metric are called isometries. Isometries do not affect the metric structure of the manifold and consequently preserve any quantities that can be expressed in terms of the Riemannian metric. These quantities are called intrinsic. Properties related to the specific realization of the manifold in Euclidean space are
called extrinsic. A scalar field is a smooth real function \( f : \chi \rightarrow \mathbb{R} \) on the manifold. A tangent vector field \( F : \chi \rightarrow T\chi \) is a mapping attaching a tangent vector \( F(x) \in T_x\chi \) to each point \( x \). Let \( L^2(\chi) \) and \( L^2(T\chi) \) be the Hilbert spaces of scalar and vector fields on manifolds respectively, with the following inner products:

\[
\langle f, g \rangle_{L^2(\chi)} = \int_\chi f(x)g(x)dx \\
\langle F, G \rangle_{L^2(T\chi)} = \int_\chi \langle F(x), G(x) \rangle_{T_x\chi} dx
\]

where \( dx \) denotes a \( d \)-dimensional volume element induced by the Riemannian metric. The operator \( \nabla f : L^2(\chi) \rightarrow L^2(T\chi) \) is called the intrinsic gradient and is similar to the classical notion of the gradient defining the direction of the steepest change of the function at a point. The difference is that the direction is a tangent vector. The operator \( \text{div} f : L^2(T\chi) \rightarrow L^2(\chi) \) acting on tangent vector fields and adjoint to the gradient operator

\[
\langle F, \nabla f \rangle_{L^2(T\chi)} = \langle \nabla^* F, f \rangle_{L^2(\chi)} = \langle -\text{div} F, f \rangle_{L^2(\chi)}
\]

is called the intrinsic divergence. The Laplace-Beltrami operator \( \Delta : L^2(\chi) \rightarrow L^2(\chi) \) acting on scalar fields is defined as

\[
\Delta f = -\text{div}(\nabla f)
\]

This operator is self-adjoint(symmetric). Finally we also have,

\[
\langle \nabla f, \nabla f \rangle_{L^2(T\chi)} = \langle \Delta f, f \rangle_{L^2(\chi)} = \langle f, \Delta f \rangle_{L^2(\chi)}.
\]

The left side of this equation is known as the Dirichlet energy in physics and measures the smoothness of a scalar field on the manifold. Now that the definitions are set up, we are going to point out the similarities of these operators with the discrete operators we defined at the start of the chapter. We will be focusing on the unweighted versions (i.e set \( w_{i,j} = 1 \) in our definitions) since it is easier to draw the parallels. Things become more involved in the weighted case. First we focus our attention on (2.49). Consider the coboundary operator that we defined earlier. Remember that the action \( B^T x \) acts as a difference operator, mapping a function \( x : V \rightarrow \mathbb{R} \) defined on the nodes of a graph, to this function’s differences. The operator \( B \) can function as an analogue to the divergence operator above, as it is the transpose (adjoint) of the difference operator. Also notice how in (2.50), the Laplacian operator is defined as the divergence of the gradient. This is reminiscent of the Laplacian matrix property \( Lx = BB^T x \) where \( B^T \) behaves like the gradient, \( B \) like the divergence operator and of course \( L \) is the analogue to the Laplace-Beltrami operator. In (2.51) we see that the Dirichlet energy is the
inner product of the gradient with itself. We form the same inner product with the incidence matrix,
\[ \|B^T x\|^2 = (B^T x)^T (B^T x) = x^T BB^T x = x^T L x \]  
(2.52)

which gives us the Laplacian quadratic form that is also a measure of smoothness on the graph. The eigenfunctions of the Laplace-Beltrami operator are the smoothest functions in the sense of Dirichlet energy, as are the eigenvectors of the Laplacian matrix in terms of its quadratic form. We can clearly recognize that the Laplacian quadratic form works on a graph as a discrete analogue of the Dirichlet energy.

In applications, there are certain properties that are desired for the discrete Laplacians so that they resemble the continuous operator as much as possible. For a smooth surface \( S \), Wardetzky et al. [122] describe the core properties of the smooth Laplace-Beltrami operator which we reproduce here:

- \( \Delta f = 0 \) whenever \( f \) is constant.

- Symmetry: \( \langle \Delta f, g \rangle = \langle f, \Delta g \rangle \) whenever \( f, g \) are sufficiently smooth and vanish along the boundary of \( S \).

- Local support: for any pair \( p \neq q \) of points, \( \Delta f(p) \) is independent of \( f(q) \). Altering the function value at a distant point will not affect the action of the Laplacian locally.

- Linear precision: \( \Delta f = 0 \) whenever \( S \) is a part of the Euclidean plane, and \( f = ax + by + c \) is a linear function on the plane.

- Maximum principle: harmonic functions (those for which \( \Delta f = 0 \) in the interior of \( S \)) have no local maxima (or minima) at interior points.

- Positive semi-definiteness: The Dirichlet energy is nonnegative. \( \langle f, \Delta f \rangle_{L^2(S)} \geq 0 \) whenever \( f \) is sufficiently smooth and vanishes along the boundary of \( S \).

On a triangular surface mesh \( M \), the set of desired properties for the discrete Laplacian is:

- Symmetry: \( w_{i,j} = w_{j,i} \) Motivation: Real symmetric matrices have real eigenvalues and orthogonal eigenvectors.

- Locality: Weights are associated to mesh edges (1-ring support), so that \( w_{i,j} = 0 \) if \( (i, j) \notin E_M \). Changing the function value \( f_j \) will not alter the Laplacian’s action on vertex \( i \), \( Lf_i \), if \( i, j \notin E_M \). Motivation: Smooth Laplacians govern diffusion processes via \( f_i = -\Delta f \). When discretized via random walks on graphs, \( w_{i,j} \) are transition probabilities along the edges of \( M \).
Linear precision: $L f_i = 0$ at each interior vertex whenever $M$ is a straight line embedded into the plane and $f$ is a linear function on the plane, point sampled at the vertices of $M$. This is equivalent to requiring that
\[ \sum_j w_{i,j} (x_i - x_j) = 0. \] (2.53)
for all interior vertices $i$, where $\mathbf{x} \in \mathbb{R}^{2|V|}$ denotes the vector of positions of the vertices in the plane. This is desirable in many graphics applications for purposes such as denoising without vertex drift etc.

Positive weights $w_{i,j} \geq 0$ whenever $i \neq j$. Additionally, it is required that for each vertex $i$ there is at least one vertex $j$ such that $w_{i,j} > 0$. Motivation: Positive weights are a sufficient condition for a discrete maximum principle like the one in the continuous case we mentioned above. They assure that flow travels from regions of higher to regions of lower potential. It also establishes barycentric coordinates by setting
\[ y_{i,j} = \frac{w_{i,j}}{\sum_{j \neq i} w_{i,j}} \] so that \[ \sum_{j \neq i} y_{i,j} = 1. \]
That means $f$ is a discrete harmonic ($L f_i = 0$ at all interior vertices) if and only if $f_i$ is a convex combination of its neighbors.

Positive semi-definiteness: $L$ is symmetric positive semidefinite with respect to the standard inner product and has a one-dimensional kernel. This is to keep it in line with the continuous analogue of having a nonnegative Dirichlet energy.

Convergence $L_n \rightarrow \Delta_n$ in the sense that solutions to the discrete Dirichlet problem, involving $L_n$, converge to the solution of the smooth Dirichlet problem, involving $\Delta$ under appropriate refinement conditions and in appropriate norms. The convergence of discrete Laplacians to their manifold operators has been studied in [108] and [45]. Under certain assumptions, it is possible for the discrete operators to converge to their continuous counterparts.

The main result in [122] is that not all of these natural properties can be satisfied simultaneously. Thus, a 'perfect' discrete Laplacian does not exist.

2.4 Graph Products
We will introduce three fundamental graph products, the Cartesian graph product, the direct product, and the strong product. The Cartesian product of graphs
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$G$ and $H$, denoted by $G \circ H$ is a graph whose vertex set is $V_G \times V_H$ of sets. Two vertices $vh$ and $v'h'$ are adjacent precisely if $v = v'$ and $(h, h') \in E_H$, or $(v, v') \in E_G$ and $h = h'$. Thus,

$$V_{G \circ H} = \{vh : v \in V_G \text{ and } h \in V_H\}$$  \hspace{1cm} (2.54)

$$E_{G \circ H} = \{(vh, v'h') : v = v', (h, h') \in E_H, \text{ or } (v, v') \in E_G, h = h'\}$$  \hspace{1cm} (2.55)

![Path graph $P_4$ and Cycle graph $C_4$](image)

(a) Path graph $P_4$  \hspace{1cm} (b) Cycle graph $C_4$

The graphs $G$ and $H$ are called factors of the product $G \circ H$. An example of this product is demonstrated in Figure 2.10. The **direct product** of $G$ and $H$, denoted by $G \times H$ is a graph product whose vertex set is $V_G \times V_H$ and for which vertices $vh$ and $v'h'$ are adjacent precisely if $(v, v') \in E_G$ and $(h, h') \in E_H$. Thus,

$$V_{G \times H} = \{vh : v \in V_G \text{ and } h \in V_H\}$$  \hspace{1cm} (2.56)

$$E_{G \times H} = \{(vh, v'h') : (v, v') \in E_G \text{ and } (h, h') \in E_H\}$$  \hspace{1cm} (2.57)

An example of the direct product is presented in Figure 2.11. The direct product has appeared in the literature with various names such as tensor product, Kronecker product, relational product, categorical product etc.
Finally, the **strong product** of $G$ and $H$ is the graph product denoted by $G \boxtimes H$ and defined as

$$V_{G \boxtimes H} = \{vh : v \in V_G \text{ and } h \in V_H\}$$

$$E_{G \boxtimes H} = E_{G \diamond H} \cup E_{G \times H}$$

Other names that have been used for this are strong direct product or symmetric composition. Figure 2.12 shows an example of the strong product.

The adjacency matrix of product graphs can be described in terms of the adjacency matrices of the product factors. Let $I_n$ be the $n \times n$ identity matrix. The
adjacency matrices of the graph products can be written as

\[
A_{G \circ H} = A_G \otimes I_{|V_H|} + I_{|V_G|} \otimes A_H
\]

(2.60)

\[
A_{G \boxtimes H} = A_G \otimes I_{|V_H|} + I_{|V_G|} \otimes A_H + A_G \otimes A_H
\]

(2.61)

\[
A_{G \times H} = A_G \otimes A_H
\]

(2.62)

These relationships allow us to deduce the adjacency spectra of these graph products. Let \(a^G\) and \(a^H\) be the adjacency eigenvalues of graphs \(G\) and \(H\) respectively, with corresponding eigenvectors \(v^G\) and \(v^H\). For all three products it can be shown that their eigenvectors \(v^{GH}\) are

\[
v^{GH} = v^G \otimes v^H.
\]

(2.63)

Now, let \(i = 1, 2, \ldots, |V_G|, j = 1, 2, \ldots, |V_H|\), for the Cartesian product we have

\[
A_{G \circ H}(v^G_i \otimes v^H_j) = (a^G_i + a^H_j)(v^G_i \otimes v^H_j).
\]

(2.64)

For the direct product

\[
A_{G \times H}(v^G_i \otimes v^H_j) = (a^G_i a^H_j)(v^G_i \otimes v^H_j)
\]

(2.65)

and finally for the strong product

\[
A_{G \boxtimes H}(v^G_i \otimes v^H_j) = (a^G_i + a^G_j + a^G_i a^H_j)(v^G_i \otimes v^H_j)
\]

(2.66)

For the Laplacian spectrum only the Cartesian product has been analytically described so far. The Laplacian of the Cartesian product is written

\[
L_{G \circ H} = L_G \otimes I_{|V_H|} + I_{|V_G|} \otimes L_H
\]

(2.67)

and thus its spectrum can be written as

\[
L_{G \circ H}(\phi^G_i \otimes \phi^H_j) = (\lambda^G_i + \lambda^H_j)(\phi^G_i \otimes \phi^H_j)
\]

(2.68)

The Laplacian spectrum of the direct and the strong product have not been analytically expressed yet although there are some heuristic approximations that seem to produce good enough results in some cases [97].

### 2.5 Spectral Graph Drawing

An interesting problem is that of creating a visual representation of a graph’s vertices and their connectivity. The earliest approach was formulated by Tutte in [116],
where each node was drawn as a weighted centroid of its neighbors. The boundary was set by some nodes whose coordinates were manually selected and served as anchor points in order to place the rest of the nodes. The selection of those anchor points was arbitrary which was the main problem with this approach.

Here we will consider a simple spectral approach to the problem of drawing a graph. We are concerned with visualizing a graph using only its connectivity matrix. Initially, the problem will come down to mapping the graph vertices to a vector of real numbers. After that is established, the approach will be extended to produce a pair of coordinates for each vertex. Now let \( x \in \mathbb{R}^{|V|} \) be the vector of real numbers that the graph vertices are mapped on. A desired property of our mapping is that neighboring vertices should be close to each other on the real line. At this point, recall that the Laplacian quadratic form

\[
x^T L x = \sum_{(i,j) \in E} w_{i,j} (x_i - x_j)^2
\]

provides a measure of smoothness on the graph. Specifically, larger differences between values of neighboring vertices mean higher values of the Laplacian quadratic form. Therefore, it was suggested by Hall in [41], that the assignment of real values to the vertices should minimize the Laplacian quadratic form. To avoid degenerate solutions like the all zeros vector, an additional constraint can be imposed on the euclidean norm of \( x \) so that

\[
x^T x = ||x||^2 = 1.
\]

However a degenerate solution is still possible, since all the vertices can be mapped to \( 1/\sqrt{n} \). Therefore we also require

\[
1^T x = 0.
\]

From the Courant-Fischer Theorem, the solution satisfying (2.70) that minimizes (2.69) is the eigenvector corresponding to the smallest eigenvalue. For the Laplacian matrix, that eigenvector is the all ones vector with eigenvalue zero which is not allowed by our constraint (2.71) and thus we are led to choose the eigenvector corresponding to the second smallest eigenvalue of the Laplacian.

For a visual representation of the graph we are going to need a pair of coordinates. Having successfully mapped the vertices on the real line, the 2D case requires a slight modification. Based on (2.69) we can minimize the equivalent expression for the 2D case

\[
\sum_{(i,j) \in E} ((x(i) - x(j))^2 + (y(i) - y(j))^2)
\]
which is just

$$x^TLx + y^TLy.$$ 

Constraints (2.70) and (2.71) apply to $y$ as well.

$$y^Ty = \|y\|^2 = 1$$  \hfill (2.72)

$$1^Ty = 0.$$  \hfill (2.73)

A remaining degenerate solution is $x = y = \phi_2$. To avoid this one, the constraint imposed is

$$x^Ty = 0.$$  \hfill (2.74)

i.e requiring that the two vectors are orthogonal. This finally leads us to

$$x = \phi_2$$ \hfill (2.75)

$$y = \phi_3.$$ \hfill (2.76)

Thus, the eigenvectors corresponding to the second and third smallest eigenvalues provide us with pairs of coordinates for each node. Instead of the Laplacian, approaches using the eigenvectors of the adjacency matrix have also been formulated. In fact, Koren in [65] suggests using the degree-normalized eigenvectors, i.e the eigenvectors of the walk matrix which is $D^{-1}A$. An interesting consequence of this approach is that it produces the non-degenerate drawing with the smallest deviations from the centroid of neighbors and therefore addresses the problem with Tutte’s centroids that we mentioned in the beginning of the section.

Figure 2.13: Plot of points with $x = \phi_1$ and $y = \phi_2$
Moving on, we will be using the term "spectral layout" interchangeably with "spectral drawing". Next, we will take a look at a few examples of spectral drawings with the eigenvectors of the Laplacian. First we produce a set of points uniformly on the unit circle. Then we form their weighted adjacency matrix $\mathbf{W}$ whose elements are

$$w_{i,j} = e^{-\frac{|x_i - x_j|^2}{1+6}} \quad (2.77)$$

and the respective Laplacian matrix from $\mathbf{L} = \mathbf{D} - \mathbf{A}$. Plotting with the eigenvectors corresponding to the second and third smallest eigenvalue accurately produces a ring as shown in Figure 2.13.

![Graphs and Spectral Drawings](image)

(a) Barbell graph  (b) Spectral drawing of barbell graph

(a) Circular ladder graph  (b) Spectral drawing of circular ladder graph

Figure 2.15: Cases of node overlap in the spectral layout
In the first one we have the barbell graph followed by its spectral drawing. It consists of two complete graphs on 5 nodes and a 2 node path graph connecting them. On the second one we have the circular ladder graph. This one consists of 5 connected pairs forming a ring and each pair connects with two other pairs. Every vertex has degree 3 which means this is a regular graph. In these examples, only half of the nodes are visible in the spectral drawing due to overlap. While this can definitely be a drawback when drawing graphs, the tendency of the mapping to cluster points together can be utilized to our advantage. This will be the focus of the next section. Spectral graph embeddings can provide an intuitive perspective on a graph, especially when the only information available is the graph’s connectivity matrix. However, as we saw in the examples above, the quality of the spectral embedding can vary and for many graphs the drawing may not give a clear picture of the graph’s nodes. For a more detailed discussion on spectral graph drawing we recommend Koren’s paper [65]. Also, for a general overview of various graph drawing methods see the survey in [47].

### 2.6 Spectral Clustering

The second smallest eigenvalue of the Laplacian matrix has been itself the focus of extensive study. The eigenvalue $\lambda_2$ is zero if and only if a graph is not connected. The better a graph is connected, the higher the value of $\lambda_2$ is going to be. This is why Fiedler in his 1973 paper [25] called $\lambda_2$ the algebraic connectivity of a graph. The corresponding eigenvector is often referred to as the Fiedler vector or the characteristic valuation of the graph.

Spectral clustering includes all methods and techniques that partition a set of $n$ objects into clusters by using the eigenvectors of the connectivity matrices that describe the relationships between these $n$ objects. It has been effectively implemented in various problems including community detection in graphs [27], image segmentation [104], fMRI analysis [19] and 3D mesh segmentation [77].

In the previous section on spectral graph drawing, we demonstrated how the eigenvector corresponding to $\lambda_2$ provides a mapping of vertices to real numbers that minimizes the Laplacian quadratic form $x^T L x$. We can further use this mapping to partition a graph. This is achieved by choosing a real number $t$ and partitioning the nodes depending on whether they satisfy $\phi_v > t$ or not. Fiedler proved in [26] that for all $t \leq 0$ the set of nodes that obey $\phi_v \geq t$ form a connected component. As an example, the graph in Figure 2.16 has $\lambda_2 = 0.432$. and was generated with the Holme and Kim algorithm [52] that produces graphs with power law degree distribution and approximate clustering.
In figure 2.17 we can see the result of the partitioning on a spectral layout for two different values of $t$. Common choices are $t = 0$ and $t = \tilde{\mu}$ where $\tilde{\mu}$ represents the median element of $\phi_2$. The graph in Figure 2.18 was drawn with the force directed placement algorithm by Fruchterman and Reingold [29]. This illustrates that the elements of the Fiedler eigenvector can indeed provide a partitioning of the vertices.
This spectral partitioning method is heuristic and does not guarantee an optimum result. Graph bisection is in fact an NP-complete problem. A number of variations can be considered on these heuristics, and all of them are concerned with choosing an appropriate value of $t$ for the bisection. Apart from the choices of $t = \tilde{\mu}$ and $t = 0$ that were already presented there are a couple of alternatives that were presented in [40]:

- Look for a large gap in the sorted list of the Fiedler vector components and set $t$ such that the vertices are partitioned depending on whether they are above or below the gap.
- On the sorted list of the Fiedler vector components, consider setting $t = i$ where $i$ is the index that provides the best ratio cut.

The ratio cut is a quantity used to evaluate the quality of a cut. Let $S$ be a part of the set of all vertices $V$, i.e $S \subset V$. Let $\partial S$ be the set of edges with exactly one endpoint in $S$. $\partial S$ is called the **edge boundary** of $S$:

$$\partial S = \{\{u, v\} \in E(G) : u \in S \text{ and } v \notin S\} \quad (2.78)$$

The **vertex boundary** of $S$ is similarly defined as the set of vertices in $S$ that have an edge connecting them to vertices in $\bar{S}$ with $\bar{S} = V - S$. A well known measure that evaluates the quality of a cut is the ratio cut. The **ratio cut** is defined as
\[ R(S) = \frac{w(\partial S)}{|S||\bar{S}|} \tag{2.79} \]

where \( w(\partial(S)) \) denote the sum of the weights of the edges in \( \partial S \). Further heuristics can be implemented that depend on the ratio cut. For example, one could experiment with other eigenvectors instead of the Fiedler vector for the graph partitioning, and select the one that gives the best values for \( R(S) \). [39] Next, define the **conductance** [57] of a cut as

\[ h_G(S) = \frac{w(\partial S)}{\min(vol(S), vol(\bar{S}))} \tag{2.80} \]

The conductance of a full graph, denoted by \( h_G \) is the minimum conductance over all the cuts of the graph, i.e

\[ h_G = \min_{S \subset V} h_G(S) \tag{2.81} \]

The conductance of the graph, also known as the **Cheeger constant**, provides a measure of how "well-knit" the graph is. The conductance of a clustering is the minimum conductance of its clusters. The famous **Cheeger inequality** relates the conductance of a graph with the eigenvalues of the normalized Laplacian,

\[ \nu_2 > \frac{h_G^2}{2} \tag{2.82} \]

There are variants of this inequality that can be proved that use the walk matrix instead of the normalized Laplacian, or that relate the eigenvalues of the unnormalized Laplacian to quantities like the isoperimetric ratio [14].

The methodology of partitioning a graph using its eigenvector components can be used to obtain a multi-way partitioning; a clustering of the vertices of the graph into more than two groups. After obtaining two clusters from the initial partitioning, the same methodology can be recursively applied to each cluster to further partition them into more clusters. A stopping criterion for the recursion recommended by Shi and Malik was a quantity similar to the conductance, which they defined as the **normalized cut**

\[ Ncut(S, \bar{S}) = \frac{\text{cut}(S)}{\text{assoc}(S, V)} + \frac{\text{cut}(\bar{S})}{\text{assoc}(\bar{S}, V)} \tag{2.83} \]

, with the \text{cut} and \text{assoc} quantities defined as

\[ \text{cut}(S) = \sum_{(u,v) \in \partial S} w_{u,v} \tag{2.84} \]

\[ \text{assoc}(S, V) = \sum_{u \in S, v \in V} w_{u,v} \tag{2.85} \]
The quantity \( \text{cut}(S) \) is the sum of edge weights in the set \( \partial S \). Therefore

\[
\text{cut}(S) = w(\partial S),
\]

while \( \text{assoc}(S, V) \) represents the total connections from nodes in \( S \) to all vertices \( V \) in the graph, i.e

\[
\text{assoc}(S, V) = \text{vol}(S).
\]

A simple recursive algorithm for clustering can be summarized as follows [104]:

1. Given a graph \( G = (V, E) \), set up the Laplacian matrix \( L \) and the degree matrix \( D \).
2. Solve the eigenvalue problem of \( D^{-1}L \mathbf{v} = \lambda \mathbf{v} \).
3. Use the eigenvector corresponding to the second smallest eigenvalue to bipartition the graph, deciding the partition point \( t \) based on where the \( N\text{cut}(S, \tilde{S}) \) is minimized.
4. Decide if the partition should be further subdivided. Halt if the \( N\text{cut} \) value is above a certain threshold.
5. Recursively bipartition the segmented parts.

In their paper, Shia et al. also ensure the stability of the cut by monitoring the histogram of the eigenvector’s components and ignoring eigenvectors with smoothly varying values.

![Figure 2.19: Image segmentation with the normalized spectral clustering algorithm.](image)

There are certain disadvantages that come with this recursive approach, such as the eigenvalue problem that is being solved, even though only the second eigenvector
is used. It would be desirable to utilize more of the eigenvectors and simultaneously form the required clusters. Recall that for spectral graph drawing, we utilized the values of the third eigenvector to map the vertices of the graph on two dimensions and how that could be extended to more dimensions. In [86] Ng et al. propose the following algorithm for simultaneous spectral clustering:

1. Form the Weighted adjacency and Degree matrices, \( W \) and \( D \)

2. Solve the eigenvalue problem \( D^{-1/2}WD^{-1/2}\psi = \nu\psi \) and form the matrix \( \Psi = [\psi_1, \psi_2, \ldots, \psi_k] \) by stacking the \( k \) eigenvectors corresponding to the \( k \) largest eigenvalues as columns.

3. Normalize the rows of \( \Psi \) (\( l_2 \) norm)

4. Cluster the rows of \( \Psi \) into \( k \) clusters using the K-means algorithm.

5. Each row maps to a node in the graph. Therefore, every node belongs to the cluster that its corresponding row was mapped to.

![Figure 2.20: A basic example of spectral clustering](image)

(a) Connected caveman graph  
(b) Clustered connected caveman graph

Similar in spirit to the graph drawing examples earlier, this algorithm essentially maps the nodes of the graph to the rows of the top \( k \) eigenvectors, obtaining a representation for each node in \( \mathbb{R}^k \). After the mapping, the points are then clustered with the k-means algorithm. The points form tight clusters after the mapping as we
already observed in some of the drawing examples, making it easier for the K-means method to obtain good results. Examples of that can be seen in Figures 2.19 and 2.20.

The requirement to solve an eigenvalue problem of course implies a significant computational cost. Thankfully, there are efficient methods to compute the first eigenvectors of matrices, the most popular ones being the power method or Krylov subspace methods such as the Lanczos method [121].

To get a better understanding of how this algorithm works, we are going to consider the ideal case where the points belonging to different clusters are infinitely far apart. Also, let the number of clusters be $k$ and for the sake of simplicity let the nodes be ordered together based on which cluster they belong (remember that node order does not affect eigenvalues and only permutes the elements within the eigenvectors). Based on the previous assumptions, the graph has $k$ connected components and therefore its adjacency and Laplacian matrices will be block diagonal, i.e. of the form:

$$L_{sm} = \begin{bmatrix} L_{sm}^{(1,1)} & \cdots & 0 \\ 0 & L_{sm}^{(2,2)} & \cdots \\ \vdots & \vdots & \ddots \\ 0 & \cdots & L_{sm}^{(k,k)} \end{bmatrix} \quad W = \begin{bmatrix} W^{(1,1)} & \cdots & 0 \\ 0 & W^{(2,2)} & \cdots \\ \vdots & \vdots & \ddots \\ 0 & \cdots & W^{(k,k)} \end{bmatrix}$$ (2.88)

We are working with $L_{sm} = D^{-1/2}WD^{-1/2}$ in this instance, and its eigenvalue decomposition is the union of the eigenvalue decompositions of its diagonal blocks, where the eigenvectors are appropriately padded with zeros. We know that for this matrix $L_{sm} = I - L_{sym}$, so it is straightforward to show that we are using the eigenvectors of the normalized Laplacian, with the eigenvalues adjusted to be $1 - \nu_i$. Therefore the matrix $\Psi$ will have the form

$$\Psi = \begin{bmatrix} \Psi^{(1,1)} & \cdots & \cdots & 0 \\ 0 & \Psi^{(2,2)} & \cdots & \cdots \\ \vdots & \vdots & \ddots & \cdots \\ 0 & \cdots & \cdots & \Psi^{(k,k)} \end{bmatrix}$$ (2.89)

where $\Psi^{(i,i)}$ are the eigenvectors corresponding to the block $L_{sym}^{(i,i)}$. Let $Y^{(i,i)}$ be the $\Psi^{(i,i)}$ eigenvector block after it has been row-normalized. Then, the following proposition holds.

**Proposition 1** Let $W$’s off-diagonal blocks be zero and each of the $k$ clusters be connected. There exist $k$ orthonormal vectors $r_1, r_2, \ldots, r_k$ so that $Y$’s rows, denoted by $y_j^i$ where $i$ iterates through the blocks, satisfy

$$y_j^i = r_i.$$ (2.90)
This guarantees that there are $k$ mutually orthogonal points mapped via the row normalization to the surface of the unit k-sphere, around which $Y$’s rows will cluster. These clusters, correspond exactly to the true clustering of the original data. The above proposition holds in the idealized case where the off diagonal elements are zero and the clusters are perfectly distinguishable. In most applications, the nodes are not that well organized and the goal is to manage to recover similar performance guarantees like proposition 1. This is achieved by studying a perturbed version of the adjacency matrix $\hat{W} = W + E$ and when its eigenvectors approximate those of $W$.

For the sake of brevity, we have omitted certain details that are important for a complete understanding of the algorithm. For a more complete treatment, as well as a breakdown of the general perturbed case we refer the reader to the original paper by Ng et al. [86]. It is also important to mention that several versions of spectral clustering have been implemented with variations on the similarity metric, the type of matrix used (random walk Laplacian, normalized Laplacian etc.) or the parameters of the kernel. Different versions have different performance guarantees; for example the normalized Laplacian optimizes the Ncut quantity and thus both of the following:

1. Inter-cluster distance. Distance between points that belong to different clusters is maximized.

2. Intra-cluster distance. Distance between points that belong to the same cluster is minimized.

This is achieved by minimizing $\text{cut}(S)$ (first objective) and maximizing $\text{vol}(S)$ (second objective). The unnormalized version only minimizes $\text{cut}(S)$ as it can be shown to optimize the cut ratio. Furthermore, from a statistical perspective the consistency of the clustering can only be guaranteed for normalized clustering and not for the unnormalized version as $n \to \infty$. However, the normalized Laplacian $L_{\text{sym}}$ variant of spectral clustering can also run into problems if the there are many low degree vertices in the graph. This is why von Luxburg in [121] recommends using $L_{\text{rw}}$, since it seems to be the most consistent in terms of overall performance.

Spectral clustering has been very successful in a multitude of applications. It empirically appears to allow capturing such salient features of a data set as its main clusters and submanifolds. This is unlike other manifold learning methods like LLE and Isomap which assume a single manifold and have not been designed to say something about the modes of the distribution [7].
2.7 Graph signal processing

Fourier analysis is one of the most important tools of digital signal processing. The concept of the Fourier transform is fundamental to many applications in the field. In the classical DSP setting, one often makes use of the frequency spectrum representation uncovered by the Fourier transform of the digital signal for the purposes of filtering.

On the real line, the complex exponentials $e^{i\omega x}$ defining the Fourier transform are eigenfunctions of the one-dimensional Laplacian operator $\frac{d^2}{dx^2}$. The inverse Fourier transform

$$f(x) = \frac{1}{2\pi} \int_{\mathbb{R}} \hat{f}(\omega) e^{i\omega x} d\omega$$

(2.91)

can be seen as the expansion of $f$ in terms of the eigenfunctions of the Laplacian operator. [42]. In [113] the concept of a Fourier transform on a surface signal was first introduced. The property of the Laplacian eigenfunctions to represent the vibrational modes of a surface was exploited for the purpose of surface smoothing. In follow up works [114] [115], Taubin further developed the framework that defines the Fourier transform on the nodes of a graph signal as the projection of the signal onto the eigenspace of its Laplacian. Let $x$ be a signal defined on an undirected graph $G$ and

$$L = \Phi \Lambda \Phi^T$$

(2.92)

the decomposition of the Laplacian into its eigenvalues and eigenvectors, then the Graph Fourier Transform (GFT) is defined as

$$\hat{x} = \Phi^T x.$$  

(2.93)

where $\hat{x} = [\hat{x}_1, \hat{x}_2, \ldots, \hat{x}_n]$ can be thought of as the graph frequencies of the signal. The inverse GFT is

$$x = \Phi \hat{x}$$

(2.94)

In [96], the definition provided includes any operator associated with a graph, although our focus will remain on the Laplacian for the rest of this section.

In the standard DSP setting, smoothing can be done by computing the discrete Fourier transform of a signal, then discarding its high frequency components and then reverting back to the original representation with the inverse transform. A similar operation can be carried out here expressed as

$$x_{out} = \Phi H \Phi^T x,$$

(2.95)

where $H = \text{diag}(h(0), h(1), \ldots, h(N))$. For a low pass operation, $H$ could have the form

$$\begin{bmatrix} I_n & 0 \\ 0 & 0 \end{bmatrix}$$

(2.96)
where \( n \) is a suitably chosen cutoff. This means that the filtering would preserve the first \( n \) low frequency components and drop the rest. In figure 2.21 we demonstrate a simple example of this operation.

![Figure 2.21: (a)Original image. (b)Image reconstructed from the first two eigenvectors (dropping the rest of the frequencies). (c) Image reconstructed from all the eigenvectors except the first two.](image)

An important part of filtering operations in classical DSP is the convolution of a signal \( x \) with a filter \( h \), defined as

\[
x_{\text{out}}(t) = \int_{\mathbb{R}} x(\tau) h(t - \tau) d\tau = (x * h)(t).
\]

(2.97)

An important property is that convolution in the temporal domain corresponds to multiplication in the frequency domain. This is known as the convolution theorem

\[
\int_{\mathbb{R}} x(\tau) h(t - \tau) d\tau = \int_{\mathbb{R}} e^{i\omega t} \hat{x}(\omega) \hat{h}(\omega) d\omega.
\]

(2.98)

That property allows one to design filters with specified frequency characteristics that operate on the spatial domain. Notice that the definition involves the term \( h(t - \tau) \) which implies translation. However, it is not clear how translation can be defined on a graph. Therefore, defining the convolution can also be tricky. One way to do it is by taking advantage of the convolution theorem and using the graph spectral domain for the definition. Let \( x, h \in \mathbb{R}^{|V|} \) two signals defined on the graph \( G(V,E) \). Then the graph convolution can be defined as

\[
x *_G h = \Phi((\Phi^T x) \odot (\Phi^T h)).
\]

(2.99)

Thus, convolving the graph signals can be viewed as element-wise multiplication of their graph spectral representations. The graph spectral definition is lacking
compared to the classical, in the sense that we still have to compute the eigen-decomposition of the graph Laplacian in order to perform the filtering. For large graphs this proves to be a considerable obstacle, since the eigendecomposition is computationally expensive $O(|V|^3)$. Working on the spectrum does not guarantee any localization of the filter in the spatial domain. This could also be a problem depending on the application.

There are two possible approaches. The first one deals mostly with the computational concern and makes use of the properties of product graphs that we described in an earlier section. That is, if we know that a graph can be expressed as a Cartesian product of factor graphs, then its spectrum can also be computed through the spectrum of its factors. We are focusing on the Cartesian product here since our definition of the GFT involves the Laplacian (for the adjacency spectrum any of the other two products can be computed from its factors). We can demonstrate this using a simple example. Consider the $n$th dimensional hypercube graph. The vertices are $2^n$, so for large values of $n$ the Laplacian eigenvectors would be really expensive to compute. It is known that the $n$ dimensional hypercube can be expressed as the Cartesian product of $n$ edge graphs. An edge graph is a graph that contains two vertices that are connected by an edge. It is therefore sufficient to compute the Laplacian spectrum of the edge and then using

$$L_{GoH}(\phi_i^G \otimes \phi_j^H) = (\lambda_i^G + \lambda_j^H)(\phi_i^G \otimes \phi_j^H)$$

express the eigenvalues of the hypercube as sums of the eigenvalues of edges and the eigenvectors as Kronecker products of the edge eigenvectors. This would give us the GFT of the hypercube graph. The eigenvectors of the edge graph, correspond to the first two column vectors of the DFT matrix. A $n$-dimensional discrete Fourier transform can be computed from Kronecker products of $n$ 1-D DFT matrices [1]. Consequently, the eigenvectors of the hypercube match the basis vectors of the $n$-dimensional DFT. Of course, this is an easy case since the hypercube has special structure that can be exploited. A general Fast Fourier Transform algorithm does not exist for general graphs as they do not exhibit the same regularities.

In the second approach, we would like to be able to operate directly on the values of the nodes in a way that allows us to manipulate the graph spectral characteristics of the signal. We can get a hint of how to do this by looking at the standard multiplication with the Laplacian matrix,

$$Lx = (\Phi \Lambda \Phi^T)x = \Phi \Lambda (\Phi^T x)$$  \hspace{1cm} (2.100)

Multiplication with the Laplacian first computes the signal’s graph spectrum, then scales the graph frequency components according to the eigenvalues $\lambda$ and finally reverts back by multiplying with the inverse GFT.
Figure 2.22: (a) original image, (b) image filtered with $I - L$, (c) image filtered with $I - L_{\text{sym}}$. The eigenvalues of $L$ are not bounded like $L_{\text{sym}}$ which can lead to more unpredictable results.

Taubin in [114] recognized the cost of computing the eigenvectors and formulated graph spectral filtering in terms of the Laplacian. Specifically, he formed filters of the type

$$x' = (I - cL)^kx$$

(2.101)

where $c$ a chosen parameter and the power $k$ is just iterative application of $I - cL$, $k$ times. He observed that this was equivalent to multiplying $\hat{x}_i$ with $(1 - c\lambda_i)^k$. However this type of filtering gets dominated by the DC eigenvector and the rest of the frequencies vanish. Taubin called this effect shrinkage. In order to address that he designed filters using the Chebyshev polynomial [114]. This entails filtering the signal with a polynomial of the Laplacian $h(L)$ which corresponds to filtering the graph frequencies of the signal with a polynomial on the eigenvalues $h(\lambda)$. Additionally, the localization of the filter in the spatial domain can also be controlled with the parameter $k$ as each multiplication with $L^k$ operates on a $k$-hop neighborhood of each node. We will see more on that approach in the next chapter on the subject of graph convolutional networks.

While graph signal processing has been utilized in graphics for mesh processing [73], the field began drawing more attention after works that extended the basic GFT framework to wavelets on graphs [42] [105], works that set the theoretical and practical foundations and related its concepts to their counterparts in digital signal processing [106] [95] [96], as well as works like [31] that expressed the bilateral filter, a well known image processing filter, in terms of the graph spectrum of a digital image. Since then, the theory has been developed further but the concepts have also found applicability in the field of data science and machine learning. Explaining how these relate to applications in machine learning and neural networks will be one of the central themes of the next chapter.
Chapter 3

Deep Learning and Graph Neural Networks

3.1 Brief History

The foundations of neural networks and deep learning begin with the work of McCulloch and Pitts [82] who first described the behavior of neurons (thresholded units) in a systematic way that connects them to computation. They observed that neuronal activity can be modeled by logic propositions due to the binary nature of the neuron excitations. A few years later Kleene [64] connected the framework of Pitts and McCulloch to finite automata. These formulations about neurons did not explicitly address the concept of learning. Some of the first ideas about learning came from Hebb [44]. In the following decades Rosenblatt’s Perceptron [92] was one of the first neural network models that was trained in a supervised way. In [54] Ivankhenko described what could be considered a precursor of a deep neural network as he was able in that period to train networks with multiple hidden layers. The 80s was the decade where a lot of the ideas about training neural networks were firmly established and successfully applied. In [30] Fukushima proposed the neocognitron. There he described a network with hierarchical structure that contained receptive fields; two-dimensional arrays of variables that were learned through training. He recognized that the lower levels of the architecture learned local features and patterns while the higher levels more global characteristics. The neocognitron also implemented a version of pooling. That decade also saw the rise of backpropagation algorithm for training neural network weights. The first formulation of backpropagation on neural networks was presented in [124] by Werbos, and later on independently by Lecun [69] and Rumelhart et al [93]. During this period Hinton et al. also formulated the Restricted Boltzmann machine (RBM). In the following years, Lecun et al. described in [71] [72] the basic form of convolutional neural net-
works as they are known today, trained with backpropagation. Additionally, some of the first deep RNNs were developed by Schmidhuber [100] early in the 90s as well as the famous LSTM [50] later on in that decade. By the end of the 90s kernel machines [118], [119] [101] [102], had overtaken the field by achieving state of the art results in various tasks and contests. The SVM dominance lasted until halfway through the 2000s, and while the progress of neural networks did not stop [7], the papers [48] [49] [6] revived interest in deep feedforward architectures and sparked the deep learning “revolution”. They demonstrated that deep architectures could be efficiently trained by backpropagation after a greedy layer-wise training procedure. The interest in these architectures further spiked as hardware improved and training became more efficient [91], and in 2012 a deep convolutional network won the ImageNet [67]. The network achieved almost half the error rates of the then-best competing approaches. This was accomplished with the use of ReLU units [35], dropout [110] as well as data augmentation methods.

3.2 Convolutional neural networks

Convolutional neural networks (CNNs) have been at the heart of the deep learning revolution, achieving state of the art results at various classification tasks in recent years, such as image recognition [107] and sentence classification [60]. Convolutional networks typically work well on domains where there is additional structure between features, such as the grid structure of the pixels of an image.

CNNs are designed to process data that come in the form of multiple arrays, for example a colour image composed of three 2D arrays containing pixel intensities in the three colour channels. Many data modalities are in the form of multiple arrays: 1D for signals and sequences, including language; 2D for images or audio spectrograms; and 3D for video or volumetric images. There are four key ideas behind ConvNets that take advantage of the properties of natural signals: local connections, shared weights, pooling and the use of many layers. The architecture of a typical ConvNet is structured as a series of stages. The first few stages are composed of two types of layers: convolutional layers and pooling layers. Units in a convolutional layer are organized in feature maps, within which each unit is connected to local patches in the feature maps of the previous layer through a set of weights called a filter bank. The result of this local weighted sum is then passed through a non-linearity such as a ReLU. All units in a feature map share the same filter bank. Different feature maps in a layer use different filter banks.

The most prominent example of this is the standard architecture of convolutional neural networks (CNNs), which typically consist of alternating convolutional layers and pooling layers. The convolutional layers endow these models with the property of translation equivariance. The pooling layers provide local translation invariance,
by combining the feature representations extracted by the convolutional layers in a way that is position-independent within a local region of space. Together, these layers allow CNNs to learn a hierarchy of feature detectors, where each successive layer sees a larger part of the input and is progressively more robust to local variations in the layer below.

We mention some of the important assumptions we make about the data when working with convolutional networks, as presented in [9]. Consider a compact d-dimensional Euclidean domain $\Omega = [0, 1]^d \subset \mathbb{R}^d$ on which square integrable functions $f \in L^2(\Omega)$ are defined. For images these can be thought of as functions on the unit square $\Omega = [0, 1]^2$. In a generic supervised learning setting, an unknown function $y : L^2(\Omega) \to \mathcal{Y}$ is observed on a training set

$$\{f_i \in L^2(\Omega), \ y_i = y(f_i)\}_{i \in I}. \quad (3.1)$$

For supervised classification, the target space $\mathcal{Y}$ can be considered discrete with $|\mathcal{Y}|$ being the number of classes. Two core assumptions about the function $y$ are:

- **Stationarity.** Let
  $$\mathcal{T}_i f(x) = f(x - i) \quad x, i \in \Omega \quad (3.2)$$
  be a translation operator acting on functions $f \in L^2(\Omega)$. The first assumption is that the function $y$ is either invariant or equivariant with respect to the translation operator. **Invariance** is defined as
  $$y(\mathcal{T}_i f) = y(f) \quad \text{for any } f \in L^2(\Omega) \quad (3.3)$$
  and **equivariance** as
  $$y(\mathcal{T}_i f) = \mathcal{T}_i y(f). \quad (3.4)$$

This means that if we translate an image and then feed it through a convolution layer, the output will be the same as if we had fed the original image through the convolution layer and then translated the output.

- **Local deformations and scale separation.** A deformation $\mathcal{L}_\tau$ where $\tau : \Omega \to \Omega$ is a smooth vector field, acts on $L^2(\Omega)$ as
  $$\mathcal{L}_\tau f(x) = f(x - \tau(x)). \quad (3.5)$$

Deformations can model local translations, changes in point of view, rotations and frequency transpositions. Most tasks in computer vision are stable with respect to local deformations. In translation invariant tasks we have

$$|y(\mathcal{L}_\tau f) - y(f)| \approx ||\nabla \tau|| \quad (3.6)$$

It follows from this that we can extract sufficient statistics at a lower spatial resolution by downsampling demodulated localized filter responses without losing approximation power. An important consequence of this is that long-range
dependencies can be broken into multi-scale local interaction terms, leading to hierarchical models in which spatial resolution is progressively reduced.

Figure 3.1: Illustration of a convolutional neural network. Image from deeplearning.net

3.3 Recent Developments

In this section we will be taking a look at recent works in the field that we consider to be impactful or that bring up new and interesting ideas. This is by no means a comprehensive list as there are many high quality papers being released by various authors all around the world. This only reflects the preferences of the author.

3.3.1 Group equivariant CNNs and Steerable CNNs

In [17], Cohen and Welling introduce the group equivariant convolutional neural network (G-CNN). In that paper they make use of ideas from the mathematical field of group theory in order to exploit the symmetries of the data in a more efficient way on CNNs. Here are some of the basic concepts they presented.

A transformation of an object is called a symmetry if the object is invariant to that transformation. Additionally, given two symmetry transformations, their composition should also be a symmetry. Symmetry transformations also admit an inverse transformation which itself is also a symmetry. A set of transformations with these properties is called a symmetry group.

A regular CNN computes the feature masks by translating a convolution kernel on the grid of the image. The authors achieve state of the art results on datasets like CIFAR10 by replacing regular convolution layers by group convolutions. Essentially, instead of restricting the convolution masks to translations on the grid, they compute feature masks for all the symmetry transformations that are contained on certain symmetry groups. For example, the group $p4m$ consists of all compositions of translations, mirror reflections, and rotations by 90 degrees about any center of rotation in the grid.
This lead to their next work on steerable CNNs [18]. Steerable filters were first introduced in [28]. To give a sense of the concept of steerability we are going to see one of the basic examples that are usually presented in this case. Consider a Gaussian $G$ written in coordinates $x$ and $y$:

$$G(x, y) = e^{-(x^2+y^2)}. \quad (3.7)$$

The first derivative of the Gaussian in the $x$ direction is

$$G_{1}^{0} = \frac{\partial}{\partial x} e^{-(x^2+y^2)} = -2xe^{-(x^2+y^2)} \quad (3.8)$$

and for the $y$ direction

$$G_{1}^{90} = \frac{\partial}{\partial y} e^{-(x^2+y^2)} = -2ye^{-(x^2+y^2)}. \quad (3.9)$$

To achieve a filter $G_1$ at an arbitrary orientation we can take a linear combination of the two derivatives

$$G_{1}^{\theta} = \cos(\theta)G_{1}^{0} + \sin(\theta)G_{1}^{90}. \quad (3.10)$$

Thus, to get an image filtered at an arbitrary angle, one can take linear combinations of the images convolved with $G_{1}^{0}$ and $G_{1}^{90}$. In [18], the authors sought to generalize the ideas from group equivariant CNNs even further. For example, on G-CNNs they tested considered filters that were rotated by multiples of 90 degree angles. The notion of steerability naturally leads one to consider filters of all possible angles that can identify any pose. Thus, they further expand on their ideas about group CNNs and develop the framework of steerable CNN which includes group CNNs as a special case. Going into more detail would require a fair amount of groundwork on representation theory and context which is outside the scope of our work here.

### 3.3.2 Generative Adversarial Networks

Generative adversarial networks (GANs) proposed by Goodfellow et al. [37] saw a massive increase in popularity in the last couple of years with dozens of new GAN variants being proposed [75] [13] [76] [2]. It is framework for estimating generative models via an adversarial process, in which two models are trained simultaneously. A model $G$ (generator) that captures the data distribution, and a discriminative model $D$ (discriminator) that estimates the probability that a sample came from the training data rather than $G$. The training procedure for $G$ is to maximize the probability of $D$ making a mistake, and for $D$ to maximize the probability of assigning the correct label to both samples from $G$ and the the dataset. The generator is mapping input noise variables to the data space via a multilayer perceptron. Similarly, the discriminator $D(x)$ is also a multilayer perceptron that outputs a single scalar which is the probability that the input vector $x$ came from the data rather than the generator.
3.3.3 Attention

One of the most curious aspects of the human visual system is the presence of attention. Instead of compressing an entire image into a static representation, attention allows for salient features to dynamically come to the forefront as needed. This is especially important when there is a lot of clutter in an image. Using representations that reduce information in an image down to the most salient objects is one effective solution that has become more popular in recent years [84] [127] [79]. One application of that is caption generation for images. The image can be divided into $n$ parts and representations of each can be computed by a CNN. These representations (feature vectors denoted by $\mathbf{a}_i$) are often called annotation vectors. Then, an LSTM is generating new words with the attention mechanism focusing on the relevant parts of the images. The attention mechanism takes as input the annotation vectors and the hidden state of the LSTM at time $t-1$ and computes positive annotation weights $w_i$ that encode the relevance of each location $i$. Then, using the computed weights and the annotation vectors, a function $\phi$ outputs the context vector, a dynamic representation of the relevant part of the image input at time $t$. Two types of attention can be distinguished in that setting. Soft attention and hard attention.

In hard attention, for the $t$-th word the context $\hat{z}_t$ is a Multinoulli random variable with

$$p(s_{t,i} = 1|s_{j<t}, \mathbf{a}) = w_{t,i}$$

where $s_{t,i}$ is an indicator one-hot variable set to 1 if the $i$-th location is the one used for the visual features. In other words, the output context is a sampled annotation vector based on a Multinoulli distribution that is parametrized by the annotation weights $w_i$.

Soft attention is a deterministic variant of the attention mechanism. Given annotation vectors and annotation weights, the expected annotation vector is computed, where $w_i$ represent the probabilities. Thus, the output of the mechanism is a weighted context. This is a differentiable model and therefore it is easily trainable end-to-end with backpropagation.
3.3.4 Neural Style transfer

The key finding of the work in [32] is that the representations of content and style in the Convolutional Neural Network are separable. That is, both representations can be manipulated independently to produce new, perceptually meaningful images.

Higher layers in the network capture the high-level content in terms of objects and their arrangement in the input image but do not constrain the exact pixel values of the reconstruction. In contrast, reconstructions from the lower layers simply reproduce the exact pixel values of the original image. Therefore the feature responses in higher layers of the network are considered the content of the representation. To obtain a representation of the style of an input image, they use a feature space originally designed to capture texture information. This feature space is built on top of the filter responses in each layer of the network. It consists of the correlations between the different filter responses over the spatial extent of the feature maps. By including the feature correlations of multiple layers, they obtain a stationary, multi-scale representation of the input image, which captures its texture information but not the global arrangement. In other words, by using a large pretrained network (VGG) one can train an image with gradient descent using two objectives:

- Squared error loss between content features of the generated image and the original image. These have the form of a stack of feature maps in vector form on a given layer.

- Squared error loss between style features of the generated image and the original image. These have the form of the Gram matrix of the feature maps on a given layer.

As a quick demonstration we have generated some images with style transfer using VGG. The images in 3.5 have been generated by combining the source images in 3.4 and the style of the reference image in 3.3.

![Figure 3.3: Reference image.](image)
While the performance of deep learning models has skyrocketed in the past decade, the theoretical underpinnings are still investigated in order to explain ‘why does deep learning work so well’. The paper by Mehta et al. [83] points to a connection between the renormalization group (RG) in physics and deep learning. They demonstrated that there is a one-to-one mapping between RBM-based Deep Neural Networks and the variational renormalization group. RG is an iterative coarse-graining scheme that allows for the extraction of relevant features (i.e. operators) as a physical system is examined at different length scales.

One of the standard ways of studying the RG is the Ising model. The one-dimensional Ising model describes a collection of binary spins $v_i$ organized along a one-dimensional lattice with lattice spacing $a$. Such a system is described by a Hamiltonian of the form

$$H = -J \sum_i v_i v_{i+1}$$

where $J$ is a ferromagnetic coupling that energetically favors configurations where neighboring spins align. A generalization of the Ising model is the Potts model. The Potts model has been connected to neural networks for solving optimization problems in [90] as well as used for ICA [125] and signal recovery [111]. Additionally,
the Potts model has connections to graph theory via the Tutte polynomial [123] and invariants in knot theory [55].

The renormalization group plays a central role in our modern understanding of statistical physics and quantum field theory. A central finding of RG is that the long distance physics of many disparate physical systems are dominated by the same long distance fixed points. This gives rise to the idea of universality. Many microscopically dissimilar systems exhibit macroscopically similar properties at long distances. Physicists have developed elaborate technical machinery for exploiting fixed points and universality to identify the salient long distance features of physics systems. Therefore, a sensible question to ask is if any of the mathematical tools developed by physicists can be employed in the field of deep learning [83].

Finally, works like [89] and [16] as well as the steerable CNNs discussed earlier view deep learning through the lens of group theory and group representations. Incidentally, group representation theory has also been extensively studied in physics as for example Lie groups are intimately connected to very successful theories like the Standard Model.

### 3.4 Graph Neural Networks

Graph convolutional networks (GCNs) are the models that aim to generalize convolutional layers to data that reside on arbitrary graphs. It is a new subfield of machine learning that has grown significantly in the past few years and has found applications in quantum chemistry [33], chemoinformatics [59], brain networks [68] and disease prediction [88]. GCNs have also had success as substitutes of standard methods within the machine learning field on tasks like semi-supervised learning [62] [80], learning variational autoencoders [63], matrix completion [9], community detection [11], neural machine translation and natural language processing [3] [81].

In [4] the authors proposed a regularization term that enforced local smoothness on graph data. This meant that the graph structure was encoded in the loss function and could be used to train kernel machines. There have been various attempts to generalize neural networks to the graph setting. Initially, Scarselli et al., proposed the graph neural network (GNN) which was an extension of recurrent neural networks. In that network a contraction mapping was iteratively applied until the convergence of the dynamical system, and the weights were trained with a regular gradient descent strategy [38] [98] [99]. However, there was not much progress with these types of models until the work by Bruna et al. [12] on spectral networks and the spectral formulation of graph convolutions which was further expanded upon in [46].
### 3.4.1 Graph convolutions

The core concept behind these networks is the graph convolution. One of the basic properties of the convolution is that it is equivalent to multiplication in the Fourier domain. That is the famous result known as the convolution theorem. Similarly, when defining the graph convolution, an intuitive approach is for it to have the same property; to be a multiplication operation in the spectrum of the graph’s Laplacian (graph Fourier domain). Based on this observation a possible definition of the graph convolution is the following.

Let $L = \Phi \Delta \Phi^T$ be the eigenvalue decomposition of the graph’s Laplacian, and $f, y \in \mathbb{R}^N$ two signals defined on the graph $G(V, E)$.

$$f *_{G} y = \Phi((\Phi^T f) \odot (\Phi^T y))$$  \hfill (3.13)

where $*_{G}$ denotes the graph convolution on $G$ and $\odot$ denotes the Hadamard product. The products $\Phi^T f$ and $\Phi^T y$ denote the graph Fourier transform.

From that definition a natural way to define a graph convolution layer in a neural network is to learn a vector $w$ of spectral multipliers (weights) that will operate on the graph Fourier domain of the signal. A desired property of these convolutions would be small support on the feature (spatial) domain. By default, this is not guaranteed in the layer defined above. Smoothness in the spectrum implies spatial decay, therefore Henaff et al. in [46] achieved localization by multiplying the weight vector with an interpolation kernel.

However, the requirement of the eigenvector matrix $\Phi$ implies scalability problems in this approach. It would be desirable to avoid the computation of the eigendecomposition.

We can express the output of a graph convolution layer as

$$x *_{G} w = \Phi \text{diag}(w) \Phi^T x$$  \hfill (3.14)

That is, we consider the graph convolution with $w$ as elementwise multiplication of $\Phi^T x$ with $w$ followed by the inverse transform. Defferrard et al. extended this framework in [21] and expressed

$$x *_{G} w = w(L)x$$  \hfill (3.15)

in terms of the Chebyshev polynomial $T_k(x)$. The order $k$ Chebyshev polynomial can be computed as

$$T_k(x) = 2xT_{k-1}(x) - T_{k-2}(x)$$  \hfill (3.16)

with $T_0 = 1$ and $T_1 = x$. Specifically, we have

$$w(L) = \sum_{k=0}^{K-1} w_k \tilde{T}_k(L)$$  \hfill (3.17)
where \( T_k(\tilde{L}) \) is the Chebyshev polynomial of order \( k \) evaluated at the scaled Laplacian \( \tilde{L} = 2\bar{L}/\lambda_{\text{max}} - I_N \).

This extension of the framework is more efficient. From (3.16) we see that the Chebyshev polynomial can be computed recursively. This formulation is also localized on the spatial domain due to the product with the Laplacian operator. The degree of the Chebyshev polynomial controls the localization of the filter; the order \( k \) Laplacian includes \( k \)-hop neighborhoods in the filtering process. This polynomial corresponds to filtering the spectral domain with the Chebyshev polynomial of order \( k \) evaluated at \( \tilde{\Lambda} = 2\bar{\Lambda}/\lambda_{\text{max}} - I_N \), a diagonal matrix of scaled eigenvalues that lie in \([-1,1]\).

Kipf et al. [62] demonstrated competitive results on node classification of citation networks and knowledge graphs with a simple first order linear approximation
\[
g \ast_G x \approx \theta(I + D^{-1/2}A\bar{D}^{-1/2})x \tag{3.18}
\]
with \( \theta \) being a tunable parameter. The complete filtering layer included also a fully connected weight matrix \( W \) and a ReLU activation \( \sigma(x) \) so the forward pass is
\[
f(x) = \sigma(g \ast_G (Wx)) \tag{3.19}
\]
This is a semi supervised approach, as multiplication of the data with the similarity matrix \( D^{-1/2}A\bar{D}^{-1/2} \) tends to naturally cluster the data in an unsupervised way, which can then be followed up by supervised training. An important detail in this implementation was that the graph was provided externally and not formed by the data. The success of this approach was attributed by the authors to its resemblance to the Weisfeiler-Lehman algorithm [24] [103]. Briefly, the main idea of the algorithm is to repeatedly assign values to vertices and their neighborhoods until convergence. Let \( x_1, x_2, \ldots, x_n \) be the values assigned to the vertices of a graph \( G \). Each iteration proceeds with the following steps: For all vertices \( v \) in \( G \)

- Compute a hash of \( v \)'s neighboring values \( x_1, x_2, \ldots, x_k \).
- Assign the value of the hash to \( v \) for the next iteration.

This repeats until all the vertices have been assigned a unique value. This algorithm can also be utilized to check for graph isomorphism by comparing the values assigned to two different graphs. If the values are different then the graphs are not isomorphic. It is important to note that this is not guaranteed to converge and fails for graphs that have a lot of symmetry, e.g stars, rings etc.

Repeated application of the filtering in (3.20) can lead to numerical instability. For that reason the proposed a renormalization procedure so that the filtering becomes
\[
g \ast_G x \approx \theta(I + \bar{D}^{-1/2}\tilde{\Lambda}\bar{D}^{-1/2})x \tag{3.20}
\]
where the adjacency and the degree matrices have been adjusted so that
\[ \tilde{A} = A + I \] (3.21)
and the diagonal degree matrix \( \tilde{D} \) with entries
\[ \tilde{d}_i = \sum_j \tilde{A}(i, j). \] (3.22)

At this point it is worth noticing that
\[ (I + D^{-1/2}AD^{-1/2}) = 2I - \tilde{L}_{\text{sym}} = \tilde{L}_{\text{sym}}. \] (3.23)

The eigenvalues of the symmetric Laplacian lie in the \([0, 2]\) interval and therefore the eigenvalues of the filter in (3.23) are reversed. Filtering a vector \( x \) with powers \( k \) of that filter, where \( k \) a sufficiently large positive integer, would make \( x \) converge to the eigenvector corresponding to the largest eigenvalue (appropriately scaled) of the filter. This is the main observation behind the popular power method for estimating eigenvalues of a matrix. The top eigenvector of \( \tilde{L}_{\text{sym}} \) is the constant eigenvector corresponding to eigenvalue 2. From there, a strategy commonly known as deflation can be utilized to compute the rest of the eigenvalues. Typically, a rank one modification is applied to the original matrix so as to displace the top eigenvalue, while keeping all other eigenvalues unchanged. The rank one modification is chosen so that the second eigenvalue becomes the one with largest modulus of the modified matrix and therefore, the power method can now be applied to the new matrix to extract the second largest eigenvalue and eigenvector. [94] Of course the leading eigenvector is known, thus \( \tilde{L}_{\text{sym}} \) can be modified as
\[ \tilde{L}’_{\text{sym}} = \tilde{L}_{\text{sym}} - 2(D^{1/2}1)(D^{1/2}1)^T \] (3.24)

Now the power method with powers \( k \) of that matrix would approximate the second largest (Fiedler) vector. As we have already discussed in the spectral graph drawing and spectral clustering sections of the previous chapter, that would lead to an optimal assignment of values to the nodes of the graph in terms of the Rayleigh quotient of the filter. This in turn could be utilized for the purposes of segmentation/clustering.

It is also worth pointing out another connection of these approaches to the theory for eigenvalue approximation. Consider the filter presented in (3.17). The vectors produced by the filter lie in the Krylov subspace of \( \tilde{L} \) as they are essentially linear combinations of positive powers of \( L \). The Krylov subspace of \( \tilde{L} \) is defined as
\[ \mathcal{K}_N = \text{span}\{x, \tilde{L}x, \tilde{L}^2x, \ldots, \tilde{L}^{N-1}x\}. \] (3.25)

It is easy to notice that this space is the same that is spanned by the vectors of the power method iteration. Furthermore, if one incorporates a classical Gram-Schmidt
orthogonalization process for each step of the power method the result is going to be the well known Arnoldi method. This method constructs an orthogonal basis of the subspace $K_N$ [94]. Additionally it can be shown that the eigenvectors produced from the Arnoldi method are good approximations of the eigenvectors of $\tilde{L}$. It is conceivable that a process like that could be utilized to achieve graph spectral filtering by approximating the eigenvectors in a feedforward neural network. The first filtering layers could implement the power iteration along with the orthogonalization in a ResNet [43] manner, followed by learning a spectral multiplication kernel like the one in [46].

There have also been other vertex domain formulations for the graph convolution such as the ones in [87] and [120]. Vialatte et al. proposed a convolution operator defined for two signals $f, y$ as

$$f *_G y = (f^T \otimes A)y$$

(3.26)

where $\otimes$ denotes the Kronecker product and $A$ is an allocation matrix with binary entries. They were able to demonstrate that this operation reduces to regular convolutions in regular domains (grids).

Finally, Monti et al. in [85] define a patch operator $D$ that acts on function $f$ defined on the graph nodes $x = [x_1, x_2, \ldots, x_n]$ as

$$D_j(x)f = w_j(u(x,y))f(y), \quad j = 1, \ldots, J$$

(3.27)

where $w$ are pseudo-coordinates associated with nodes $y \in N(x)$

$$w_{\Theta}(u) = [w_1(u), \ldots, w_J(u)]$$

(3.28)

parametrized by some trainable parameters $\Theta$. For the continuous case, it is remarked that $f$ can be a function on points $x$ on a manifold and the sum will be appropriately replaced by the corresponding integral. Using the above, they define this generalization of spatial convolution

$$(f * g)(x) = \sum_{j=1}^{J} g_j D_j(x)f.$$  

(3.29)

In fact, the authors were able to represent some of the previously mentioned models as special instances of their generalized framework.

### 3.4.2 Graph Pooling

One of the foundational building blocks for regular convolutional networks is the pooling layer. Pooling helps reduce the dimensionality of the data and augments
the hierarchical structure of the features extracted from a convolutional net. While it is straightforward to do max or mean pooling on a regular grid or on a line, generalizing this to arbitrary graphs can be challenging.

One of the prevalent approaches that has been successful in [85] and [21] utilizes the Graclus graph pooling algorithm which works as follows [22]. Given a graph $G = (V, E)$, the algorithm coarsens the graph into $G_1, G_2, \ldots G_n$ by repeatedly transforming it into smaller graphs such that $|V_1| > |V_2| > \ldots |V_n|$. To coarsen the graph from $G_i$ to $G_{i+1}$ sets of nodes in $G_i$ are combined into 'supernodes' in $G_{i+1}$. This is achieved by first visiting each node in random order. For each vertex $i$ that is not marked, merge $i$ with its unmarked neighbor $j$ that maximizes

$$\frac{w_{i,j}}{w(i)} + \frac{w_{i,j}}{w(j)}$$

(3.30)

where $w_{i,j}$ the edge weight and $w(i), w(j)$ the weights of the vertices $i$ and $j$. Mark $i$ and $j$ and proceed to the next unmarked vertex. If all neighbors of unmarked $i$ are themselves marked then $i$ is marked but not merged with any vertex. This whole process can be repeated to get multiple levels of coarsening for the graph. The criterion in (3.30) is reminiscent of the ratios we presented for clustering in the previous chapter. Indeed, if the denominators of the fractions (vertex weights) are such that

$$w(i) = d_i$$

(3.31)

where $d_i$ the degree of vertex $i$, then this criterion optimizes the normalized cut. Otherwise, if the denominators are set to 1 then the Kernighan-Lin objective is optimized. This objective is a slight modification of the ratio cut that we have already discussed.

Alternatively, the authors in [112] introduced the graph embed layer. This layer trains an embedding matrix $V_{emb}$ that pools the vertices so that

$$x_{pooled} = V_{emb}^T x \quad \text{and}$$

$$A_{pooled} = V_{emb}^T A V$$

(3.32) (3.33)

where $A$ is the adjacency matrix of the graph. Ultimately, it remains an open question which type of pooling works best for which graphs.

### 3.4.3 Parameters

While the graph convolution is the main building block of these models, there are many additional parameters and design choices that are crucial when tackling any graph problem. In previous works, models built around the graph convolution tend to have a smaller number of parameters [12]. That can be interpreted as an advantage or a drawback depending on the application. For example, when filtering
signals on graphs with highly regular structure such as grids (images), the symmetric nature of the Laplacian and adjacency operators leads to filters that are more restricted when compared to the standard convolution operator. That is, if we consider a graph defined on the pixels of the image, we will have \( w(i, j) = w(j, i) \) for two pixels \( i, j \). We can see This in turn implies that the filters will not be able to properly recognize orientation (i.e. they are rotation invariant), in contrast to regular convolutions where the pixels \( i, j \) will be weighted differently depending on the current position of the weight kernel. Such et al. proposed a way to remedy that in [112]. They describe a filtering operation as

\[
x_{\text{out}} = \sum_{c} H_c x_c + b
\]

(3.34)

where \( b \) is a bias term and

\[
H_c = \sum_l h_l A_l.
\]

(3.35)

There, the adjacency matrices \( A_l \) are constructed in a way that encodes directionality. Here are some examples of how to achieve that. First, for the vectorized form of an image we map pixels from their 2D coordinates to a positive integer as follows. Consider a pixel with \((i, j)\) coordinates and the image width is \( W \). Its position in vectorized form is

\[
p = iW + j.
\]

(3.36)

For two pixels, \( p_1 \) and \( p_2 \), the oriented adjacency matrices can be defined as follows.

\[
A^{\uparrow}(p_1, p_2) = \begin{cases} 
1, & \text{if } p_1 - W = p_2 \\
0, & \text{otherwise}
\end{cases}
\]

\[
A^{\downarrow}(p_1, p_2) = \begin{cases} 
1, & \text{if } p_1 + W = p_2 \\
0, & \text{otherwise}
\end{cases}
\]

\[
A^{\leftarrow}(p_1, p_2) = \begin{cases} 
1, & \text{if } p_1 - 1 = p_2 \\
0, & \text{otherwise}
\end{cases}
\]

\[
A^{\rightarrow}(p_1, p_2) = \begin{cases} 
1, & \text{if } p_1 + 1 = p_2 \\
0, & \text{otherwise}
\end{cases}
\]

For diagonal orientations an example is

\[
A^{\nw}(p_1, p_2) = \begin{cases} 
1, & \text{if } p_1 - W - 1 = p_2 \\
0, & \text{otherwise}
\end{cases}
\]
Similar matrices can be defined for the rest of the diagonal directions. From (3.34) we can see that the filtering of the graph can be written as matrix-vector multiplication of the vertices with a linear combination of the oriented adjacency matrices. These definitions naturally sacrifice the symmetry of these matrices to obtain the orientation. This is equivalent to considering variations of directed graphs on the same vertex set. Unfortunately, much less is known about the spectral properties of directed graphs since as we mentioned in the previous chapter there is no guarantee of diagonalizability of the adjacency/Laplacian matrices. Thus, it seems like one practically has to abandon the nice spectral properties of symmetric matrices to achieve directionality. The authors were able to demonstrate performance on image classification that is similar to regular CNNs and thus consider this a successful generalization of graph neural networks that incorporate orientation.

There have been various works that extend regular CNNs in ways that exploit various symmetries of data more efficiently [18] [23] [17].

\[
\begin{align*}
  & \begin{bmatrix}
    h_1 & h_2 & h_3 \\
    h_4 & h_5 & h_6 \\
    h_7 & h_8 & h_9
  \end{bmatrix} \\
  & \begin{bmatrix}
    h_1 & h_1 & h_1 \\
    h_1 & h_0 + h_1 & h_1 \\
    h_1 & h_1 & h_1
  \end{bmatrix}
\end{align*}
\]

Figure 3.6: Left: Standard 2D convolution kernel. Right: Graph convolution with \(h_0 I + h_1 D^{-1/2} WD^{-1/2}\).

An important distinction when it comes to classification tasks is graph classification versus node classification. The state-of-the-art in graph classification was currently dominated by a family of methods referred to as graph kernels, which compute the similarity between two graphs as the sum of the pairwise similarities between some of their substructures, and then pass the similarity matrix computed on the entire dataset to a kernel-based supervised algorithm such as the Support
Vector Machine for classification. Graph kernels mainly vary based on the substructures they use, which range from random walks and shortest paths to subgraphs, to name a few. Graph kernels have been very successful, but they suffer several limitations, among which is their high time complexity. For example, populating the kernel matrix requires computing the similarity between every two graphs in the training set, which can have a high computational cost. Training therefore becomes increasingly more expensive as the dataset gets bigger.

In [62], the task was formulated as a node classification problem. The graph convolution there filters the whole dataset with a fixed graph and the parameters that are adjusted are the fully connected layers that the graph convolution precedes. In some sense it can be considered a fully connected network equipped with a diffusion operator. On the other hand, in [85] the authors also dealt with image classification of the MNIST dataset as a graph classification problem, where each digit was represented by a graph of its superpixels. There, the graph was a trainable parameter of the framework as the weights of the patch operator in (3.29) are expressed

$$w_j(u) = e^{-\frac{1}{2}(u-\mu_j)\Sigma^{-1}(u-\mu_j)}$$  \hspace{1cm} (3.37)

with $\Sigma$ and $\mu$ being trainable parameters. In [74] et al. the authors work in a similar vein; they learn Laplacians for each data sample using the generalized Mahalanobis distance

$$d(x, y) = \sqrt{(x - y)^T \Sigma (x - y)}$$  \hspace{1cm} (3.38)

with $\Sigma$ a learnable parameter.

It should be clear by now that even though certain concepts like the graph convolution are at the core of graph neural network models, there is a lot of room for experimentation and design choices. Using an externally provided graph for the data or learning a graph in supervised/unsupervised ways can all be valid strategies and the best choice seems to largely be problem dependent. When additional information about the nature of the data is known (in the sense that e.g images are associated with grid graphs), then providing that additional information to the model can yield improved results.
Chapter 4

Batch and Dataset Convolutions

4.1 Our approach

Our overarching goal is to describe the building blocks that could be utilized for multiple levels of processing in a feedforward architecture. For some levels of processing, this has already been carried out to some extent in other works. The main contribution here is to propose graph convolution layers that filter input samples based on dataset information. This is done primarily at the batch level via a matrix of pairwise distances between data vectors in the batch, which can be further modified to include global information through what we call a reference structure of the dataset. Along with the already developed notion of convolutions on features, these building blocks are sufficient for a holistic graph approach to learning, since we can operate on three different levels:

- Feature level
- Batch level
- Dataset level

While most of the works in the literature focus on replacing the standard convolutional layers, our goal is to provide additional building blocks which can be combined with existing models to improve performance. In this work is to describe batch convolutions and dataset convolutions which use the vertex domain implementation of convolutions on graphs [21], for the purpose of incorporating additional information from the dataset in the training process of each sample. This is achieved by defining graphs on each training batch whose nodes are the training samples and then performing graph filtering. We combine this with regular convolutional and pooling layers to improve performance on image classification.

Based on these 3 levels of processing we mentioned, we propose the following graph convolutions:
• Feature convolutions
• Batch convolutions
• Dataset convolutions

This terminology was chosen because it presents the models concisely in terms of their core functionality and it also sets the context properly to discuss the overarching goal of these experiments. The structure is going to be the following. First, we are going to present the core properties that are shared among these different approaches. Next, we will describe each of these approaches separately and discuss experiments and implementation details for each one of them. Finally, we will conclude with some general observations and comments as well as discussion regarding future work and open questions.

4.1.1 Models

Our work is based on a graph spectral layer that applies a transform on each incoming minibatch. We define the weight matrix $W$ where the weights $w_{i,j}$ represent the similarity between $i$ and $j$, as given by the standard exponential parametrized by a trainable $\sigma$ parameter

$$ w_{i,j} = e^{\frac{||x_i-x_j||^2}{\sigma}}. \quad (4.1) $$

Let $L = D - W$ be the Laplacian matrix of the graph, and $D$ the diagonal degree matrix with entries $d_i = \sum_{j \in N(i)} w_{i,j}$, where $N(x)$ is the set of nodes in the immediate (1-hop) neighborhood of $x$.

For the symmetric normalized Laplacian $L_{\text{sym}}$, we have

$$ L_{\text{sym}} = D^{-1/2}LD^{-1/2} = I - D^{-1/2}WD^{-1/2} \quad (4.2) $$

Then, if for instance $X = [x_1, x_2, \ldots, x_N]^T$ is the $N \times D$ minibatch matrix of $N$ samples and $D$ features, the operation

$$ f(X) = L_{\text{sym}}X \quad (4.3) $$

can be written as in (3.14), i.e it is the graph convolution $x_i \ast_G \lambda$ of the data samples $x_i$ in the minibatch with the eigenvalues of $L_{\text{sym}}$.

This graph convolution acts as a linear spectral filter $f(\lambda) = 1 - \lambda$ of the eigenvalues of $D^{-1/2}WD^{-1/2}$. To achieve a more general filter, we parametrize (4.3) as

$$ f(X) = (aI + bD^{-1/2}WD^{-1/2})X \quad (4.4) $$

where $a, b$ are trainable parameters. This gives the eigenvalue filter the form of $f(\lambda) = a - b\lambda$. 
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4.1.2 Experimental Setup

The learning rate was set to 0.001 and all the models were trained for 40 epochs using the Adam algorithm [61] with fixed batch size of 60 samples. We noticed slightly better results but slower convergence with larger batch sizes at some experiments but 60 was the maximum that could run ‘crash-free’ on a 2GB graphics card. The coefficients $a, b$ in (4.4) were initialized as normal random variables in the way described in [34]. An approach that wo Many of the models we experimented with usually involve a combination of graph convolutional layers and regular convolutions.

![Graph Convolution Layer Diagram](image)

Figure 4.1: Schematic representation of the graph convolution layer. Each input feature map is graph convolved on graphs trained with different parameters $\sigma$ and then summed together to produce an output feature map.

4.1.3 Datasets

**MNIST** This is the well known MNIST dataset [70]. We are using a training set of 9600 digits in all of the cases, and testing on 10k others. The validation set also contains 9600 digits. These numbers are consistent throughout all experiments with all of the different models.

**Fashion MNIST** This is a dataset of Zalando’s article images, consisting of a training set of 60,000 examples and a test set of 10,000 examples [126]. Each example is a 28x28 grayscale image, associated with a label from 10 classes. Fashion-MNIST is
essentially a harder version of MNIST that shares the same image size and structure of training and testing splits. We are using the same training and test size in this one as on regular MNIST.

**CIFAR10** The CIFAR-10 dataset consists of 60000 32x32 colour images in 10 classes, with 6000 images per class. There are 50000 training images and 10000 test images [66]. Again we consider train, test and validation sets that contain 9600 samples each.

### 4.1.4 Feature Convolutions

The feature convolution (SC) layer is the convolution defined on the graph whose vertices correspond to an individual sample’s features. For example in the case of images, the nodes of the graph would be the pixel intensities. The function $f(X)$ in (4.4) becomes a filtering operation for the vectorized images. The model we describe here frames the image classification problem as graph classification. This means that for each image a new graph is formed based on the learned parameters and the graphs are constantly adjusted in each epoch as the parameters are updated. The model learns a set of parameters for the graph kernel which could be multiple for each input feature vector.

So, for a tensor $Y$ of dimensions $M \times N \times D$ where $M$ is the number of feature maps, the filtering operation $f(X)$ is carried out by the tensor of dimensions $M \times N \times D \times D$. In other words, the filtering acts on the features (pixels) of each input image. Then, similar to regular to 2D convolutions, the filtered versions of the feature maps are summed to produce one output feature map. This can be thought of as a convolutional layer where the weights instead of being locally restricted by the predefined grid neighborhoods (kernel size), they determined by the exponential in 4.1 and each sample can be connected to any other without spatial restrictions. One could impose a similar restriction on the graph convolutions by adjusting the distance metric. This can be similar to the formulation of the bilateral filter in [31], which would mean that for our weights in 4.1,

$$w_{i,j} = e^{-\frac{|x_i-x_j|^2}{\sigma_1}} e^{-\frac{|p_i-p_j|^2}{\sigma_2}}.$$  (4.5)

where $p_i, p_j$ can be the coordinates of the pixels $i, j$ on the grid.

It quickly becomes apparent that this formulation of graph convolutions can have high memory costs, considering the fact that at the top level an image can have thousands of pixels, which will result in even larger adjacency/Laplacian matrices. Coupled with the fact that multiple such matrices are used per feature map in the BCS layer, the computational burden of certain experiments can become almost prohibitive. For that reason we were not able to adequately experiment with many
of these models. Even with small images from the MNIST and fashionMNIST datasets training a very simple model without many output feature masks can take multiple hours.

Figure 4.2: Feature convolution training loss convergence. SampleConvNN represents the network that implements feature convolutions.

To alleviate that we restricted our experiments to a downsampled version of MNIST. Essentially, an additional pooling layer is stacked on top of the model, and thus the image size is cut in half before the first filtering layer. Even with a setup like that, a model like the one presented in the diagram of figure 7 took more than a minute for each training epoch, which results in slightly less than an hour for each complete training session. Table 4.1 shows the results of an SC layer based model on FashionMNIST. The number next to \( SC \) indicates the number of output feature maps for that layer. For all the models that were tested, max-pooling layers were included between each convolution layer. As we can see in 4.2, the model converges slower than the CNN. Of course as we have already explained earlier in the parameter section, we would not expect this approach to outperform regular CNNs as it does not account for directionality.

<table>
<thead>
<tr>
<th>Model</th>
<th>FashionMNIST(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>conv32-conv32-fc600</td>
<td>86.489</td>
</tr>
<tr>
<td>SC_4-SC_16-fc600</td>
<td>83.199</td>
</tr>
<tr>
<td>fc 600</td>
<td>61.012</td>
</tr>
</tbody>
</table>

Table 4.1: Feature convolution accuracy on FashionMNIST.
4.1.5 Batch Convolutions

In this layer, which we call batch convolution layer (BC layer) the graph is such that the nodes of the graph represent the feature vectors of the layer’s input batch. In contrast to the feature convolution layer where the graph nodes represent the features The problem is framed as a node classification task, since each node represents a batch sample. For a tensor $Y$ of dimensions $M \times N \times D$ where $M$ is the number of feature maps, the output of the layer is the matrix $Y_{out}$ with the same dimensions as $Y$, whose feature maps of dimension $N \times D$ have been filtered as it has been described in (4.4). The graph is constructed from the data so in total there are $M$ parameters from (4.1), plus $M$ pairs of $a, b$ coefficients for (4.4).

We also implement a different version of this approach which we call the Batch Convolution Sum (BCS) layer, $f(X)$ is calculated in the same way, but this time the output is $N \times D \times M'$ tensor, where $M'$ is the number of desired featured maps in the output. The $j$th $N \times D$ output feature map is calculated as

$$Y_{out}^j = \sum_i^M f(X^i).$$

(4.6)

In other words, we learn graph filters for each feature map

<table>
<thead>
<tr>
<th>Model</th>
<th>FashionMNIST(%)</th>
<th>MNIST(%)</th>
<th>CIFAR10(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC-conv32-conv32-fc600</td>
<td>86.843</td>
<td>98.593</td>
<td>61.850</td>
</tr>
<tr>
<td>BC-conv32-BC-conv32-fc600</td>
<td>86.958</td>
<td>97.541</td>
<td>54.468</td>
</tr>
<tr>
<td>BC-conv32-BC-conv32-BC-fc600</td>
<td>86.916</td>
<td>97.281</td>
<td>-</td>
</tr>
<tr>
<td>BCS-conv32-conv32-fc600</td>
<td>87.385</td>
<td>98.677</td>
<td>38.906</td>
</tr>
<tr>
<td>BCS-conv32-BCS-conv32-fc600</td>
<td>86.989</td>
<td>95.895</td>
<td>-</td>
</tr>
<tr>
<td>BCS-conv32-BCS-conv32-BCS-fc600</td>
<td>86.739</td>
<td>96.885</td>
<td>-</td>
</tr>
<tr>
<td>conv32-BCS-conv32-BCS-fc600</td>
<td>-</td>
<td>-</td>
<td>50.520</td>
</tr>
<tr>
<td>conv32-conv32-fc600</td>
<td>86.489</td>
<td>98.545</td>
<td>61.770</td>
</tr>
</tbody>
</table>

Table 4.2: Accuracy of models on image classification. Some models were not tested on certain datasets due to the computational cost.

and then sum over all the filtered maps to produce the output feature map. This resembles the structure of a standard convolutional layer where regions of each input vector are convolved with a different kernel and summed across all input vectors.

For this layer, we have $3M$ (the same as the BC layer) parameters per output feature map. Here we have $M'$ output feature maps, thus the total number of parameters of the layer is $M'3M$. Both the BC and the BCS layers are combined with 2D convolution and max pooling layers followed by RELU non-linearities.
A potential vulnerability of the batch layer has to do with the fact that any input batch can vary significantly and thus learning the graph metric (kernel parameters) on batches with high variability might not be the best strategy. It would be desirable to somehow standardize the distances in a way that makes learning the graph parameters easier.

### 4.1.6 Dataset Convolutions

The **dataset convolution** performs a graph convolution on the graph whose nodes are the feature vectors of the batch. This is similar to batch convolutions in the sense that we are again working on node classification and filtering the batches with a similarity matrix. The key difference between this approach and the models described in the previous section that utilize the batch convolution lies in the way we compute the weight matrix $W$. The $N \times N$ weight matrix of the minibatch is

$$W(i, j) = \sum_{k=1}^{L} \left( \sum_{l=1}^{L} z_{i,l} c_{i,k} \right) z_{k,j}$$

where $c_i = [c_{i,1}, c_{i,2}, \ldots, c_{i,L}]$ is the vector of distances from a point $i$ to the rest of the points in a set of reference points $Y = [y_1, y_2, \ldots, y_L]$, while $z_j = [z_{i,1}, z_{i,2}, \ldots, z_{i,L}]$ is the vector of distances from a point $i$ in the minibatch to the points $y_1, y_2, \ldots, y_L$.

We can express $W$ more compactly with matrix notation. Let $Z = [z_1, z_2, \ldots, z_L]^T$ and $C = [c_1, c_2, \ldots, c_L]$ be $N \times L$ and $L \times L$ matrices respectively. Then
The matrix \( \mathbf{L} \) is symmetric and so is \( \mathbf{W} \). The entry \((i, j)\) of the matrix \( \mathbf{W} \) can be interpreted as the distance traveled from vector \( \mathbf{x}_i \) in the minibatch to vector \( \mathbf{x}_j \) in the minibatch when passing through the reference points \( \mathbf{Y} \). This is also easily generalizable to paths with length more than 1 in the reference graph. For distances through paths of length \( k \) we can compute

\[
\mathbf{W}(k) = \mathbf{C}^k \mathbf{Z}^T.
\]  

(4.9)

That is, the distance between two samples in the batch passes through \( k \)-step paths in the reference structure (cluster centers).

Of course the obvious question here is what choice of reference points should be made. In our experiments, the reference points are selected from the cluster centers of the dataset. Specifically, for MNIST and fashionMNIST we first cluster the training set with the standard K-Means [58] clustering algorithm. Then we obtain a set of 50 cluster centers, 5 from each class and compute the distance matrix \( \mathbf{C} \). During execution, \( \mathbf{C} \) is passed onto the dataset convolution layer, while the matrix \( \mathbf{Z} \) is calculated as each minibatch passes through the model. In our experiments we tested only \( k = 1 \) paths. Also, for the purpose of numerical stability, both \( \mathbf{C} \) and \( \mathbf{Z} \) were scaled by a factor of 0.01.
Table 4.3: CNN augmented with DC layer vs regular CNN.

<table>
<thead>
<tr>
<th>Model</th>
<th>FashionMNIST(%)</th>
<th>MNIST(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DC_Conv32-Conv32-FC600</td>
<td>87.614</td>
<td>98.729</td>
</tr>
<tr>
<td>Conv32-Conv32-FC600</td>
<td>86.489</td>
<td>98.545</td>
</tr>
</tbody>
</table>

Figure 4.6: Loss over training epochs with different batch sizes for the BCS layer.

The dataset convolution layer seeks to rectify the problem of stability that we mentioned in the batch convolution, by using those 'proxy' points as a way to calibrate the distances between feature vectors in the batch. The dataset convolutions were able to obtain the best performance across all the models we tested. At this stage it is hard to tell if this performance boost justifies the extra burden of computing cluster centers for a whole dataset. On larger datasets the computational overhead could affect training times significantly.

4.1.7 Discussion and Results

The convergence rates for each batch size can be seen in Figure 4.6. The $\sigma$ parameters were initialized to 0.01. We found that random initializations would make convergence during training more difficult. Figure 4.3 shows the convergence of the BC and BCS models compared to regular convolutions. For the BCS layer, we fix the number of output feature maps on all experiments at 16. An interesting observation was that BCS layers between convolutional layers with less output feature masks than the preceding convolution still achieve the same performance. That is, a Conv32-BCS4-Conv32 configuration did not have a significantly worse accuracy than a model with Conv32-BCS16-Conv32. Stacking BCS and BC layers can affect convergence drastically because the sample values can get quickly out of the [0,1] in-
terval. In [62], the graph filter is renormalized after each subsequent application. An alternative solution was to use a batch normalization layer [53] in between BC/BCS layers, which was successful in maintaining the data on a reasonable range of values.

For our approach we combined different elements of the models we already described in the previous section. Namely, we use a 'diffusion-like' operator on the batch with a similar goal in mind as the one achieved in [62]; that is to push data samples that are close with each other even closer in order to achieve a more clustered representation. The difference is that the two parameters we use instead of the one in the paper by Kipf et al. allow for a sample to also subtract its neighbors from itself. Also, these layers are learning various distance metrics as is the case in [85] and [74]. Finally, the sum over all filtered feature maps resembles the filtering setup in [112] and equation (3.34).

For the layers that use a graph structure on batches, during testing time we predict test samples in batches from the test set. An alternative would be to predict each test sample using a batch of nearest neighbors or random samples from the training set. Assuming that the test and train set come from approximately the same distribution, then using samples from the training set does not really impact the error. Indeed, when testing like that we found no differences. For the nearest neighbor case, the implementation introduces additional computational costs and seems to perform slightly worse.

4.2 Conclusion and Future work

To conclude, we have presented three types of graph convolution layer, each forming a graph on different levels of the neural network pipeline. Variants of the feature convolution have been already discussed in previous works so the novelty in the approach presented here lies mostly in the other two layers. We were able to demonstrate that these models are indeed trainable and can be utilized to improve performance of standard layers. The performance boosts are marginal for now and only for certain models but they definitely present us with possible new directions that can be further explored. One of the main visions that we were not able to cover in this work experimentally, is the combination of all three of the layers that were presented in a unified architecture. We could not test these models consistently enough in order to present a clear picture as they are costly in terms of computation. Therefore, this is a potential avenue for more research and experimentation and is left as future work. Based on our current assessment of these models in terms of their performance, the number of parameters could also be one of the hindering factors. While it is tempting to consider models that have a minimal amount of parameters and mostly rely on the data to solve any given problem, in practice we often find that increasing the complexity of the model (this often manifests as increased depth on more common deep learning models) can yield significant performance
improvements.

For the feature convolution as well as the broader class of spatial and spectral filtering networks, there is yet a lot of ground to cover as the field is still very young and thriving. We highlighted some potentially interesting connections between spectral estimation methods in numerical analysis and the currently popular approaches for localized filtering as well as some attempts to alleviate the drawbacks of symmetric matrices when it comes to recognizing orientation by considering matrices that correspond to specific directions on the grid. To add to that, new insights from training standard deep learning models can easily bleed into the graph neural network setting as there are a lot of common qualities between them. In fact, these models are at the intersection of many kinds of engineering and mathematical analysis which means that there is a lot of potential for novel insights and perspectives that will enrich the currently existing framework. On a more practical level there are already examples of this such as the node dropout presented in [8]. On a theoretical level we have mentioned the intriguing connections between (spectral) graph theory, physics and fields of mathematics like group and knot theory. Advances in the theory of data representation will also be invaluable for these models since they seem (at least for now) to require a fair amount of design choices and parameter tuning. Understanding what is the best setup that matches particular kinds of data is still a hard problem even among the most popular deep learning models, hence finding ways to streamline the process of model selection would make graph neural networks a more attractive alternative. Ultimately, it is easy to maintain a positive outlook as it seems that we have only begun to scratch the surface of what is possible.
Appendices
Model examples

Figure 7: Example of a feature convolution model
Figure 8: Example of a batch convolution model
Figure 9: Example of a dataset convolution model
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