Optically-enabled Bloom Filter Label Forwarding using a Silicon Photonic switching matrix
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Abstract—Simplified forwarding schemes relying on Bloom Filter (BF)-based labels emerge as a promising approach for coping with the substantial increase in lookup table memory requirements associated with the growing number of end-hosts in DataCenters. In this paper, we present for the first time the successful implementation of a BF-label forwarding scheme over a silicon photonic switch fabric and we demonstrate its functionality with 10Gb/s data packets that carry BF-encoded labels. The optically enabled BF-label forwarding setup utilizes a Si-based 4x4 electro-optic switch directly controlled by an amplifier-less and Digital-to-Analog-Converter (DAC)-less high speed Field Programmable Gate Array (FPGA) board. The FPGA is responsible for extracting the BF-label from the incoming packets and for carrying out the BF-based forwarding function, determining the appropriate switching state towards conveying incoming packets to the desired output. The use of BF-label forwarding allows for rapid switch reconfiguration avoiding the need for large look-up table updates as the network topology changes and devices are added, removed or simply change physical location. Successful operation for 10 Gb/s data packets has been obtained for a 1x4 routing layout.
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I. INTRODUCTION

Current DataCenter (DC) architectures rely on the use of server blades as their basic building blocks, with every blade carrying all types of resources like processor, memory and often also storage modules. However, the significant heterogeneity in resource usage per machine and workload[1, 2] leads to considerable resource underutilization, severely impacting cost- end energy-efficiency. This has brought forward the concepts of resource disaggregation and rack-scale computing [3-5], investing in a finer granularity and higher modularity DC architecture in order to gain significant cost and energy savings [6, 7]. This approach aims at the use of computing, memory and storage as distinct pools of homogeneous resources that are synergized into a DC via interconnecting the different pools together [8, 9].

This puts, however, additional pressure to the already congested DC networking equipment. Interconnect links have to ensure high-bandwidth, low-latency and low-energy communication in order to sustain performance despite the increased physical distances between resource blocks [5, 8, 10]. At the same time, the transition to finer-granularity resources enforces a significant increase in end-hosts and respective network addresses. With modern mega DCs comprising already tens or even hundreds of thousands end-hosts, this perspective will require a huge amount of memory space reserved by the routing look-up table in case traditional forwarding and routing schemes based on the hard-coded MAC host-address are employed [11-13]. Moreover, this memory space has to allow for efficient routing look-up table reconfiguration and upgrade once end-hosts are changing location or new hosts are added, as it is typically the case in Virtual Machine migration and network maintenance or extension, respectively [11].

The solution for high-bandwidth, low-latency and low-energy interconnection is currently being sought in the area of optics [14-19], while the memory space challenge can be addressed by simplified forwarding schemes relying on Bloom filter labels [11, 13, 20]. Advances in silicon photonics (Si-Pho) have rendered Si-based switch fabrics as a highly promising candidate for on-board and board-to-board connectivity, offering fast response times [21-
25] and a low-cost integrated perspective due to their CMOS compatible fabrication processes. Si-pho switch fabrics have emerged also recently in multicasting routing schemes [24] and in programmable setups, exploiting photonic hardware-software co-development efforts [24, 26-31] in order to gradually enrich their portfolio for supporting the increased dynamicity and reconfigurability required in DC environments.

At the same time, the use of Bloom-filter (BF)-based forwarding schemes has been shown to offer successful intra-datacenter routing with reduced memory requirements [11, 20] and enhanced multicasting credentials [13] even in large DC enterprises. BFs comprise probabilistic data structures that encode a set of elements into a single string, so that BF-based forwarding encodes either the set of end-host addresses serviced by the next hop [11] or the forwarding identifiers of a certain delivery tree [20, 32]. This simplifies the look-up process into a membership check procedure and allows for storing a complete set of end-host addresses into a single memory entry, facilitating also look-up table updates once network topology changes are taking place. BF-label forwarding in large DC organizations has been shown to offer a reduction of at least 65% in fast memory requirements and a performance boost of 10% compared to a standard Ethernet packet forwarding scheme [11]. However, BF-label forwarding has so far never co-operated with an underlying photonic switch fabric towards realizing optically enabled solutions with efficient and reconfigurable intra-DC forwarding. In our recent work [33], the credentials of a Si-Pho switching platform to respond successfully on look-up table changes were experimentally verified, using, however, BF-encoded destination addresses that were statically pre-assigned in the FPGA and not carried by the individual optical packets, as would be required in a real use case scenario.

In this paper, we extend our previous work [33] and we demonstrate the complete operation of a BF-label forwarding optically-enabled node using a programmable Si-pho switching matrix and 10Gb/s incoming optical packets that carry their BF-encoded destination address as in-packet label. This optically-enabled BF-label-based forwarding scheme separates the optical BF-encoded address from its packet payload at the FPGA entry prior comparing the BF-encoded address with the look-up table entries and forwarding the optical packet to the correct switch output port. The proof-of-concept demonstration was performed using a Si-based 4x4 electro-optic carrier injection switching matrix directly controlled by an amplifier-less and DAC-less FPGA board, which mimics the role of an actual control plane. Optical packet headers are received by the FPGA prior carrying out their membership checking in the look-up table implemented at the FPGA. The look-up table includes the BF strings assigned to all switching matrix outgoing ports and can get updated as end-host devices are added, removed or simply change physical location, enforcing a simultaneous switch matrix reconfiguration for directing the incoming packets to their desired outgoing port. Our optically-enabled BF-based forwarding scheme is demonstrated in a 1x4 switching scenario with 10Gb/s data packets that are successfully routed to the desired output port even when the look-up table content is updated every four packets in order to reflect network topology changes.

This paper is organized as follows: Section II describes the main principles of the Bloom filter structures, the concept of our BF-labelling scheme and its utilization in disaggregated DC networks. Section III presents the experimental setup, while the respective results are described in Section IV. Section V concludes the paper.

II. CONCEPT

Bloom-Filter is a hash-based method for representing a set of elements to support membership queries. They were invented by Bloom [34] and, among other network applications [35], have been proposed as an efficient way of labelling packets or destinations, simplifying header processing to a few basic logic operations and avoiding the use of complex look-up functions [11]. Their employment has been promoted so far in Information-Centric networking [36, 37] and more recently also in DC network environments [11, 20, 35, 38], where they revealed significant reduction in memory size and cost requirements [11].

The BF labels are created by allocating a vector $v$ of $m$ bits, initially set to 0, and then choose $k$
independent hash functions each with range \((1, \ldots, m)\). For each element, \(a\) that we want to group the bits at positions \(h_1(a) \ldots h_k(a)\) in \(v\) are set to 1. To query if an element \(b\) is a member of this BF we check the bits at positions \(h_1(b) \ldots h_k(b)\). If any of them is 0 then \(b\) is certainly not a member of the group. Otherwise, we can conjecture that \(b\) belongs to this group, even though there is a possibility that this is a wrong assumption, called a “false positive”. For \(n\) numbers of elements, the probability of this false positive occurring show good congruence with the approximation of \(P = (1 - \left(1 - \frac{1}{m}\right)^{nk}\)^k\). In this respect choosing \(k\) and \(m\) according to network requirements can minimize the probability of false positive [34].

An example for better understanding the use of Bloom Filters is illustrated in Fig. 1, where an 8-bit vector along with 3 hash functions \(h_1, h_2\) and \(h_3\) are considered. Fig. 1(a) depicts the construction process of a Bloom filter containing three different data elements in two stages. Initially, the representation for each element is generated using the hash functions and subsequently the three elements are encoded in a BF using a bitwise-OR operation. Fig. 1(b) illustrates the inverse operation where a query for a single element (Data#B) is performed on the BF produced in Fig. 1(a). A bitwise-AND operation is performed between the Bloom filter and the element to be checked, with the result of this operation defining whether the element is a member of the Bloom Filter. In case the result is identical to the element’s representation then the element is possibly a member of the Bloom Filter, otherwise the element is definitely not a member.

The proposed BF labelling concept for DCs is schematically illustrated in Fig. 2 where each resource is associated with a designation address or ID following a traditional packet switching scheme. Fig. 2(a) shows a switch with 4 output ports, where every port connects to a physical resource pool, which can encompass computing, memory and/or storage modules usually termed as bricks, in the DC environment. The length of the ID, and therefore the length of the resulting bloom filter, has to be chosen so that the possibility of false positives approaches effectively 0. The switch port connecting to the set of resources residing on the same physical resource pool (i.e. a tray or a rack incorporating several processor or memory or storage nodes) is addressed by a BF stemming from a bit-wise OR operation between the IDs of these resources. For example, BF-1 originating from the OR operation between the IDs of Res-A, Res-B and Res-C of the Resource Pool#1 becomes the address of switch port#1. Whenever an incoming packet destined for a certain Resource enters the switch, the packet header carrying the destination address ID is logically ANDed with the four BFs corresponding to the four switch outputs. In case the result of this AND operation is identical to the packet header, it means that the packet header is most probably a member of the BF and the packet is forwarded to the respective switch port. Fig. 2(a) depicts the case where the incoming packet wants to access the Res-B segment. Its ID is being processed and is found to be a member of the BF corresponding to switch port#1. A subsequent network topology reconfiguration that will require the movement of Res-B from Resource pool#1 to Resource pool#4 as well as the entry of a new Resource (Res-F) into an empty segment of the Resource Pool#1 is presented.

![Fig. 1: (a) Construction process of a Bloom filter containing three different data elements, (b) Inverse operation where a query for a single element (DATA#B) is performed on the BF](image-url)
Once the topology reconfiguration is completed, the new BFs corresponding to the switch ports are calculated and are fed to the switch as its new forwarding table information so that the incoming packets can continue to be directed to the desired resource. Fig. 2(b) also depicts the example of a new packet entering the switch and destined again for Res-B. Its ID is now being processed and is found to be a member of the new BF corresponding to switch port#4. So, it becomes again successfully switched to Res-B that are now located at Resource Pool#4. This approach is in principle compatible with the virtual addresses assigned to memory pages in current computing schemes, where pages can be distributed among several memory modules.

III. EXPERIMENTAL SETUP

The concept described in detail in Section II was verified with the experimental setup illustrated in Fig. 3. A CW laser beam at 1547.76 nm was modulated via a LiNbO$_3$ modulator driven by a Pulse Pattern Generator (PPG) so as to produce 200-bit long optical packets at 10 Gb/s. The packets were comprised by predefined 8-bit headers and 127-bit payload encoded with $2^7$-1 NRZ data pattern. Successive packets were placed apart with a guard band of 6.5 nsec in order to avoid imperfect switching during the switch ON/OFF times. An initialization sequence, equivalent to 2 consecutive K28.5 8b/10b codewords, is sent to provide word alignment for the FPGA. A 56-bit pattern of alternating 0 and 1 bits, equivalent to the Ethernet preamble, precedes the data packets to establish receiver clock synchronization at the beginning of the demonstration, while the continuous data transmission realized subsequently retains synchronization throughout the experiment. The guard-band duration of 6.5ns (65bits @ 10Gb/s) were selected so as to be within the maximum running length of 66 bits that is supported by our SFP+ module in case 64/66b encoding of 10G Ethernet is used.

The packet stream was split by a 50/50 coupler into a fiber destined to the input port#3 of the 4x4 switch and a fiber destined to the FPGA. The optical stream destined to the FPGA was received by a commercial SFP+ module, where the information was converted to its electronic format prior performing the necessary deserialization, word-alignment and synchronization functions by the FPGA transceiver circuit. The 32-bit de-serialized data stream was subsequently forwarded to the BF-label processing functions in order to generate the appropriate control signals for the switch. The required label bits were extracted from the data packet and compared with the BF-labels of the switch output ports according to the procedure described in Section II. Every label bit is compared with the respective bit of the BF-labels assigned to the switch ports that are stored in a look-up table. In the event of a network topology reconfiguration, only this look-up table has to be updated with the new BF-labels. A separate look-up
Due to space limitations and the small pitch of the pads, the wire bonds from the phase shifters were in close proximity to the grating couplers, prohibiting this way the use of a fiber-array for accessing simultaneously more than one input/output ports. Fig. 4(b) depicts a photo of the packaged device, showing in more detail the very dense wiring connecting the MZIs to the PCB pads. Two electrical phase shifters (PS) are employed per interferometer, accounting for twelve in total.

The electro-optical PSs of the MZIs are 1.25mm long vertical PN diodes. Switching is realized by means of forward carrier injection so as to avoid the high $V_x$ requirements of the carrier depletion mechanism and to allow for the direct PS connection to the FPGA control ports without the intervention of amplifiers in the transmission line. Due to non-optimal fabrication process, the MZIs presented variation in the power required for setting in the BAR or CROSS state with the results presented in Table I. The measurements reveal a $V_x$ value for the six MZIs in the range of 0.9-1.1 V. The power consumption in the two extreme cases of having all phase shifters turned on and turned off are 115mW and 5.6mW, respectively. Due to imperfect p-n junction fabrication that resulted to almost 9dB insertion losses for every p-n phase element, the optical losses were found to be in the range of 48-52 dB depending on the input-output port pair. The cross-talk value of an individual MZI was measured to be in the range of 10dB-18dB. Moreover, the transfer function of the 4x4 switch has been measured by injecting light in port #3, while switching to all output ports was realized via biasing the phase shifters from a DC source. The results have already been reported in [39], with crosstalk ranging from 8dB to 12dB for 1535nm-1550nm operation.

The characterization of the switch in the time domain was performed by driving MZI#6 with RF signals, while the other MZIs were DC biased. The PN junctions were forward biased with two driving

<p>| Table I: Optimum Biasing Conditions for each one of the SM’s MZIs in CROSS or BAR state |
|----------------------------------|------|------|------|------|------|------|</p>
<table>
<thead>
<tr>
<th>MZI</th>
<th>CROSS</th>
<th>BAR</th>
<th>CROSS</th>
<th>BAR</th>
<th>CROSS</th>
<th>BAR</th>
<th>CROSS</th>
<th>BAR</th>
<th>CROSS</th>
<th>BAR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.08V</td>
<td>0.89V</td>
<td>1.03V</td>
<td>0.9V</td>
<td>0.98V</td>
<td>0.89V</td>
<td>1.18V</td>
<td>0.9V</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(21mA)</td>
<td>(4mA)</td>
<td>(17mA)</td>
<td>(11mA)</td>
<td>(8mA)</td>
<td>(36mA)</td>
<td>(3mA)</td>
<td>(7mA)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
signals of $1V_{pp}$ coming from a PPG for push pull operation of the MZI. The PPG was running at 200MHz with 50% duty cycle pulses. Fig. 5 illustrates the recorded optical trace revealing rise and fall times of 0.8ns and 1.2ns, respectively. In the case of the single-drive MZI operation, the respective response times were higher with a rising time of 2.5ns and a fall time of 3ns.

The switch chip was controlled by a Stratix V FPGA board that provides up to 12.5 Gb/s control signals with maximum voltage for the high level 1.23 V and 0.15 V for the low one resulting a total peak voltage of ~1.1 V. The six MZIs were biased at the optimum operating point with an array of power supplies. The mixing of the RF and DC electrical signals was performed with six Bias-T devices that were connected to the SMA connectors leading to the upper phase shifter of each MZI. The electrical pulsed signal applied to the phase shifters had a peak power of ~0.9V that was marginally adequate for obtaining a $\pi$ phase shift. The DC bias was set for all MZIs at the operating point where the highest possible extinction ratio between the two output ports was observed. In the demonstrated scenario MZI #4, #5 and #6 out of the six were controlled by respective FPGA outputs, while MZI#2 was DC biased to perform at its OFF (CROSS) state.

IV. RESULTS

Fig. 6 illustrates the oscilloscope traces obtained for two different operation phases (Phase #1 and #2), with every phase lasting for the duration of four data packets and corresponding to a different combination of BF-based addresses (IDs) for the four switch output ports. The first five rows in Fig. 6 show the packet headers and the four output port IDs (Port1_ID, Port2_ID, Port3_ID, Port4_ID). Rows 6, 7 and 8 illustrate the respective control signals produced by the FPGA for driving MZI #4, #5 and #6 (CTR_MZI4, CTR_MZI5, CTR_MZI6) after processing the packet header information and the port ID.

During Phase #1, each of the four packets is routed to a different output port based on its header information and the respective Port ID. At the end of Phase #1, the four BFs corresponding to the respective port IDs get a new label, resembling the case of a change in the network topology and the new location of resources. This results into a different routing path for each packet even though every packet retains its header during both Phases. For example, the first packet with header ‘00101101’ is routed to Output port 3 during Phase 1 and to Output Port 4 during Phase 2. Fig. 6 indicates proper routing functionality and switch re-configurability for all packets during both Phases.

BER measurements were performed additionally for the evaluation of the signal quality through the switch matrix in packet forward mode with the BF concept. The 10 Gb/s packets were inserted in port 3 of the switching matrix and routed to all output ports. The BER measurements illustrated in Fig. 7 revealed
an error-rate at $10^{-4}$, which mainly stems from the limitations on the maximum current drawing enforced by the Pseudo Current Mode Logic (PCML) interface of the FPGA output transmitter channels. The PCML interface constrained the current to values lower than 10mA, which translates to 9mW of maximum electrical power applied to each MZI. This power ensures optimal switching only for MZI#5, according to Table I, while all other switches required higher power levels for altering their state.

The PCML interface and the associated current drawing-based origin of the $10^{-4}$ error-rate was verified by replacing the FPGA board with a PPG capable to deliver programmable patterns up to 12.5 Gb/s with voltage levels up to 2.5Vpp and without any limitations in current draining. Two (MZI#4, MZI#6) out of the three switches in the path i1/i3 to o1/o4 were controlled by the PPG, while MZI#2 was biased with a constant DC signal. The two electrical control signals had a voltage swing of 1V and 1.1V, respectively, and the BER performance is presented in Fig. 7. The enhanced ER of the switches from the unlimited current draining led to error-free operation up to $10^{-9}$, with a power penalty ranging between 1.2dB-2.5dB. This indicates that the use of DAC or amplification at the FPGA output can yield error-free operation at the expense of increased power consumption. The use of driving circuits to interface the FPGA with the MZIs yielding both optimal voltage and current driving levels has already been reported in [40] and can result in an extra power consumption of at least 1.2 W [41] for the whole 4x4 switch with 6 MZIs. As such, the capability to perform also in DAC- and amplifier-less mode allows for deciding upon the operational scheme based on the application-enforced signal quality and energy consumption requirements.

The ON/OFF suppression ratio between packets at the output of the switching matrix was measured to be 7 dB, mainly owing to the sub-optimal switching obtained at MZI#6. Given the fact that the 4x4 switching matrix is capable of providing cross-talk values up to 12dB when driven by a DC electrical source and operating under optimal driving conditions [39], the utilization of a current amplification stage for optimally biasing the MZIs could in principle improve crosstalk up to 5dB at the cost of extra power consumption. Improving cross-talk performance of the switch beyond this point, would involve modifications to the switch design. A number of different techniques have been already demonstrated towards this direction such as the use of a dilated Benes architecture [42] that could result in lower crosstalk, but would increase the number of stages, as well as the losses. Other approaches comprise the use of SOA’s in an MZI branch, that could offer lossless operation along with lower crosstalk as in [43], or the modification of the 2x2 MZI basic building block to offer lower crosstalk as in [44].

V. DISCUSSION

The strict network requirements imposed by disaggregated DC architectures have initiated the discussion for alternative forwarding schemes that can ensure low latency, high bandwidth, rapid reconfiguration and reduced memory capacity for the look-up tables. Through our experimental evaluation, we have demonstrated an optically enabled Bloom Filter-based forwarding scheme, where BF-label forwarding is carried out in an FPGA controller that co-operates directly with an underlying programmable Si-Pho 4x4 switching matrix. This 4x4 switch–and-forwarding implementation could be in principle applied in intra- and inter-tray disaggregated Data Center network architectures as on- or off-board switch, respectively, where each tray incorporates a number of compute, memory or storage resources and the board-level
waveguide or fiber-link lengths are well-known and rather small, i.e. not higher than a few meters. The combined demonstration of the Si-based switching matrix along with its BF-label forwarding plane confirms the feasibility of transferring the proven advantages of BF-label forwarding in terms of rapid reconfiguration and memory requirements’ reduction [11] onto a silicon-based high-bandwidth, low-latency and low energy optical interconnect. Moreover, this 4x4 switch-and-forwarding plane can be easily expanded towards a complete routing node by relying on well-known concepts for supporting synchronization, contention resolution and scheduling.

Synchronization between multiple input packets can be ensured by operating the proposed scheme in a synchronous network where time is divided into discrete-time packet-slots of constant duration [45], by taking into account the fiber lengths and the respective propagation times from the transmitting and receiving nodes. Packet transmissions can start only at the beginning of packet-slots, while every transmitting node is properly aligned to the slots taking into account the propagation delay of the fiber link connecting to the 4x4 switching matrix [46]. This procedure is essential as the nodes are located at different distances from the switch. An extra guard-band at every slot can be added to compensate for delay variations (originating, for example, from temperature variations etc.) and ensure simultaneous handling of all routing requests, during the same slot, at the FPGA controller. These concepts have already been investigated in optical network architectures targeted for PON deployments [46, 47] as well as for Data Center switching [48]. An alternative synchronization scheme that could be employed, where knowledge of the fiber-link lengths is not necessary, could rely on the use of optical synchronizers [49-51] as a discrete optical unit externally connected at the front-end of the proposed switching matrix.

Contention resolution can be effectively offered by relying on edge buffering schemes with packet drops and subsequent retransmissions, as has been already proposed in optical switching schemes for Data Center applications in order to obtain low-latency values [48, 52, 53]. Edge buffering schemes incorporate electronic buffers on the source and destination nodes, with the switching nodes relying on buffer-less architectures that are capable of dropping packets in case of collisions. The transmitting nodes store a copy of their sent packets in their buffer until an acknowledgment (ACK) is received by the destination node. In case no ACK is received within a predefined timeframe, that has to be slightly higher than the maximum round-trip-time of the network, or in case a signaling message denoting the packet drop by an intermediate node is received, the transmitting node retransmits the packet through the network. This contention resolution strategy is inherently compatible with our scheme and can be easily adapted by adding an ON/OFF optical switch stage per input port that will perform the drop operations when needed. The FPGA data plane can be modified to operate as the controller of the ON/OFF switch stage just by introducing an extra process for this purpose that decides upon which packets will be dropped in case of path or outgoing port collision. An indicative scheme regarding the ON/OFF switching stage to be employed at the four incoming ports of the proposed 4x4 switch could rely on the addition of one Si-based MZI at every input port. In this way, the FPGA control plane will process in parallel the BF-labels of all four incoming packets deciding upon the requested switching paths that have to be established and, in case of colliding paths or colliding outgoing ports, will drive these additional MZIs either in pass or in drop switching mode.

As far as scheduling is concerned, this process has to fulfill two main objectives: a) to decide which packet or packets have to be dropped in case of multiple packets contending for the same output, and b) to reconfigure the Benes switching matrix established paths in order to satisfy the connectivity requests, if this is possible. The scheduling policy and the decision about the packets to be dropped is typically made upon the network and traffic requirements and there are many solutions that have been proposed in the literature [54-60]. A simple scheme that could be also applied in our proposed BF-label forwarding implementation could include Round-Robin or Strict packet priority [60], where the scheduler serves packets according to the priority assigned to each one. Regarding the reconfiguration of the Benes switching matrix, various scheduling algorithms have been proposed in the literature and could be in principle also applied to our scheme, like
the looping algorithm [61] and variations that improved its performance [62-64].

Finally, the expansion of the concept towards an integrated version of switch-and-forwarding node should take into account the latency introduced by the BF-label processing that directly reflects on the necessary optical delay that has to be introduced at the front-end of the switch. The FPGA transceiver latency that includes the SerDes, word alignment and synchronization functions and accounts for the biggest part of the overall latency, depends obviously on the FPGA model and the respective PHY IP block offered by the FPGA board manufacturer. Custom transceiver designs can be stripped down to include only the necessary blocks, in order to reduce the latency imposed, and have been reported to offer latency values of just 57.9ns [30]. An alternative scheme for latency reduction can be the adoption of parallel label transmission techniques, like WDM labelling [65] or RF-tone in-band labelling [66], where label bits arrive already as parallel streams at the FPGA inputs negating the need for SerDes-based BF-label extraction and parallelization functions at the expense of additional optical hardware at the FPGA front-end. Parallel encoding of the packet label is realized in such schemes by exploiting the use of separate wavelengths or RF tones for each bit of the label. This way, the large amount of latency introduced by the serialization/deserialization of the BF-encoded label can be eliminated, leaving only a small amount of 8nsec FPGA processing functions that has to be compensated by means of the optical delay at the switch front-end. The latter can be easily mitigated using either a small piece of 1.6meters of optical fiber or even integrated photonic delay line solutions in case on-board application of the switch is targetted. Towards this direction, different implementations based on Si$_3$N$_4$ [67], Silica-on-Silicon [68] and the μm-scale SOI platform [69] have been shown to accommodate compact on-chip spiral waveguides with delays even higher than 10ns and could be assembled on-board for FPGA processing delay compensation purposes.

VI. CONCLUSION

We have experimentally demonstrated for the first time, to the best of our knowledge, an optically enabled BF-label forwarding node operating with 10Gb/s optical BF-encoded destination labels assigned to 10Gb/s optical packets. The BF-based forwarding node demonstrates the interaction between an FPGA control plane and a Si-based 4x4 electro-optic switching matrix, with the FPGA performing BF-label extraction, membership checking and control signal generation. Successful 1x4 routing of the incoming optical packets has been demonstrated even for look-up table changes emerging every four packets, indicating that the proposed scheme can respond to network topology changes experienced at very small-time scales. The use of BF-encoded forwarding requires a number of look-up table entries that equals the number of switch outgoing ports, suggesting significant savings in router look-up table memory requirements. Even though the employed Si-Pho switch experienced rather high-losses due to p-n junction fabrication errors, the remarkably low losses and high-port counts reported by state-of-the-art Si-pho switches [70-74] indicates that optically enabled BF-based forwarding can be accomplished even for high-radix Si-based switch fabrics.
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